**МЕТОДИЧЕСКИЕ УКАЗАНИЯ**

для проведения лабораторных работ

по дисциплине **«Моделирование систем»**

#### ЛАБОРАТОРНАЯ РАБОТА № 1

#### «МАТЕМАТИЧЕСКОЕ МОДЕЛИРОВАНИЕ

#### СЛУЧАЙНЫХ ВЕЛИЧИН»

1. Цель работы:

Изучение основных методов получения случайных величин и алгоритмов их моделирования. Создание программных датчиков случайных величин в среде Borland С++ 3.1.

**2. Теоретический материал для изучения**

## ВВЕДЕНИЕ

*Моделированием* называется метод, при котором исследуемый объект заменяется другим более простым объектом. Слово *функциональное* свидетельствует, что модель выполняет определенные функции исследуемого объекта. В зависимости от способа воплощения оригинала в модели различают физическое и математическое моделирование. В настоящее время в связи с широким использованием вычислительной техники наиболее популярно математическое моделирование. В этом случае исследуемый объект заменяется математическим алгоритмом, который описывает его функционирование. Математические модели могут быть непрерывными, дискретными или цифровыми. Модель называется непрерывной, если функции, входящие в ее состав, непрерывны по величине и во времени. Если функции, входящие в состав модели, дискретны во времени и непрерывны по величине, то модель считается дискретной. И, наконец, если функции, входящие в состав модели, дискретны как во времени, так и по величине, то модель считается цифровой. Большинство систем могут быть представлены в виде, показанном на рис.1.

Здесь возможны две ситуации. Первая заключается в том, что входное воздействие *Х(t)*, выходной процесс *Y(t)* и оператор преобразования *L[…]* определяются детерминированными функциями времени (т.е. их поведение во времени можно записать однозначно).
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Рис. 1

Например, если генератор вырабатывает синусоидальное напряжение *Х(t) = U0*sin(ωt + ϕ), то значение напряжения можно определить в любой момент времени *t*. Вторая ситуация связана с тем, что входное воздействие *Х(t)* или оператор преобразования не могут быть описаны детерминированными функциями времени. В этом случае в каждый момент времени входное воздействие *Х(t)* или оператор преобразования с некоторой вероятностью могут принимать те или иные количественные значения из множества возможных. Для описания таких функций времени используются случайные процессы. Случайным можно назвать процесс, который не только является функцией времени, но и зависит от случайных факторов (т.е. функция времени, значение которой в любой момент времени – случайная величина (СВ)).

К примерам систем, характеризующихся случайными параметрами, можно отнести системы связи, у которых характеристики канала связи меняются случайным образом, а также локационные системы обнаружения отражений от целей на фоне случайных помех.

## 2.1. ОПИСАНИЕ СЛУЧАЙНЫХ ВЕЛИЧИН

Напомним методику описания случайных величин. Вероятность случайного события – это мера того, насколько велика возможность его возникновения. Вероятность изменяется от 0 до 1. Вероятность достоверного (которое точно произойдет) события равна 1. Напротив, вероятность невозможного события равна 0. Случайные величины являются более обобщенным понятием случайного события. Случайные величины могут быть дискретными или непрерывными. Дискретная случайная величина может принимать только определенные значения с определенной вероятностью. Например, на рис.2 показаны вероятности значений случайной величины *Х*.

***Р*** = 0.3 при ***Х*** = 1,

***Р*** = 0.3 при ***Х*** = 3,

***Р*** = 0.4 при ***Х*** = 5.
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Для описания как дискретных, так и непрерывных случайных величин используется функция распределения вероятности. Пусть Х – случайная величина и х - ее любое значение. Функция распределения вероятности определяется следующим образом:

*Fx(x) = P(X ≤ x),*

т.е. она равна вероятности того, что случайная величина *Х* примет значение *X ≤ x*. Здесь и в дальнейшем большие буквы используются для обозначения случайных величин, а маленькие – для значений, принимаемых случайными величинами. Поскольку функция распределения вероятности представляет собой вероятность, то она удовлетворяет следующим свойствам:

1. 0 ***≤*** *FX(x) ≤ 1****,*** при x ∈(– ∞; + ∞),
2. *FX(*– ∞*)* = 0, *FX(+* ∞*)* = 1,
3. *FX(x)* – неубывающая функция,
4. *P(x1 < X < x2) = FX(x2)* – *FX(x1).*

На рис. 3 показаны примеры функций распределения вероятности.
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Функция распределения вероятности не всегда удобна для расчетов. Часто удобнее использовать не саму функцию *FX(x)*, а ее производную. Она называется плотностью распределения вероятности:

*f(x) = dFX(x)/dx*.

Физический смысл *f(x)* состоит в том, что произведение *f(x)dx* представляет вероятность попадания случайной величины *Х* в интервал от *х* до *х + dx* , т.е.:

*f(x)dx = P(x ≤ X≤ x+dx).*

Свойства плотности распределения вероятности имеют вид:
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**Пример.** Случайная величина *X* имеет плотность распределения вероятности следующего вида:

*f(х) = с*, при *-5 <x<-2*,

*f(х) = 0.1δ(x-4)*, при других *х* , где *δ(x)*- дельта-функция.

Это проиллюстрировано на рис. 4. Необходимо вычислить параметр *с*.

Этот пример относится к непрерывной случайной величине, которая может принимать и дискретное значение. Учитывая 1-е свойство плотности распределения вероятности и интегрирующее свойство дельта-функции, получим
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Из данных вычислений следует, что *с = 0.3*. Рассмотрим вопрос - как можно смоделировать случайную величину? В настоящее время в связи с большой популярностью вычислительной техники широко используется так называемый *алгоритмический способ*.

## 2.2. ПРИНЦИПЫ ПОСТРОЕНИЯ АЛГОРИТМИЧЕСКИХ ДАТЧИКОВ СЛУЧАЙНЫХ ВЕЛИЧИН

В этом случае воспроизведение случайных факторов реализуется с помощью специальных алгоритмов, что обеспечивает получение периодических детерминированных числовых последовательностей с большим периодом. Такие последовательности похожи на настоящие случайные и называются псевдослучайными или квазислучайными. Алгоритм получения периодической последовательности целых псевдослучайных чисел записывается следующим образом:

*g i = Z [a g i-1 / b],*

где *Z[…]* – остаток от деления целых чисел (например, *Z*[15/6] = 3), *i* = 1, 2,…... Здесь *a* и *b* – целые числа, при этом *a < b*. Например, если выбрать *а* = 7, *b* = 17, *g0* = 3, то получим следующую псевдослучайную последовательность чисел: 3, 4, 11, 9, 12, 16, 10, 2, 14, 13, 6, 8, 5, 17, 15, 3, 4, 11, 9,…. В этом случае период случайной последовательности равен 16, т.е. алгоритм позволяет получить последовательность из 16 целых чисел, каждое число в данной последовательности "условно" равновероятно принимает значение из интервала от 1 до 16. Такой алгоритм фактически имитирует случайную величину.

Практически во всех средах программирования присутствуют датчики случайных чисел, реализованные по алгоритмам, близким к приведенному ранее. Так, например, в среде Borland C++ есть функция **int random (int n)**, которая (при обращении к ней) выдает случайное целое число из интервала от *0* до *n*-1. Таким образом, написав в тексте программы строку ***a* = random (1000)**, мы получим значение (реализацию) случайной величины, которое будет присвоено переменной *а*. На рис. 5 приведена программа, которая формирует массив из 10 случайных целых чисел, равновероятно принимающих значение из интервала от 0 до 999, и выводит их на экран. В большинстве ситуаций, связанных с моделированием, в качестве исходного (или базового) для дальнейших преобразований требуется датчик случайных чисел с равномерной плотностью распределения вероятности из интервала от 0 до 1. График плотности распределения таких случайных чисел показан на рис. 6.

#define M10

#include <stdio.h>

#include <stdlib.h>

void main(void)

{ int z[M]; int i;

for (i=0; i<M; i++)

z[i]=random(1000);

printf(“z[%d]=%d\n”,

i,z[i]);

}

}

Рис. 5

###### Рис. 6
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Очевидно, что если для получения случайного числа *х* воспользоваться функцией random в следующем варианте *х = random (N)/(float)N* , то при *N>>*1 (реально *N* порядка 10000) мы получим случайное число *х* с плотностью распределения вероятности, показанной на рис.6. На рис.7 приведена программа формирования массива случайных чисел с плотностью распределения вероятности *f(х) = 1* при 0 ≤ *x <* 1.

#define M10

#define N 30000

#include <stdio.h>

#include <stdlib.h>

void main(void)

{ float x[M]; int i;

for (i=0; i<M; i++)

x[i]=random(N)/(float)N;

}

Рис. 7

Используя датчик случайной величины *X* с равномерным распределением в интервале от 0 до 1, с помощью очевидного преобразования можно получить случайную величину *у* с равномерным распределением в интервале от *а* до *с*:

*y = a + (c – a)x.*

Рассмотрим теперь вопрос об экспериментальной оценке плотности распределения вероятности. Всегда есть неуверенность в том, что тот или иной алгоритм выдает случайные числа с требуемой плотностью распределения вероятности. Таким образом, задача заключается в экспериментальном исследовании *f(х)*. Считаем, что случайное число х попадает в некоторый диапазон, например *a ≤ x < b*, который мы, как правило, всегда знаем. Далее разбиваем этот интервал на *N* отрезков длиной *d = (b – a)/N*. Обращаясь к датчику случайной величины *М* раз, мы можем получить оценку вероятности попадания случайного числа в *n*-й отрезок *P(n) = Mn/M*, где *Mn* - число экспериментов, в результате которых величина *х* попала в *n*-й отрезок. Для пересчета вероятности попадания случайной величины в плотность распределения вероятности  *f(n)* необходимо поделить *Р(n)* на *d*. При увеличении *N*, *M* и большом отношении *M/N* мы получим экспериментальную оценку плотности распределения вероятности, близкую к истинной. Далее приведено формальное описание алгоритма.

Инициализируем массив *P(n) =* 0, где *n* изменяется в интервале от *0* до *N-1* включительно.

|  |  |
| --- | --- |
| **Цикл по *m* от *0* до *M*-1 (это цикл по экспериментам)** | |
| *x = sl\_vel* | *(обращение к датчику случайной величины);* |
| *n =* целая часть  [*N(x-a)/(b-a )*] | *(вычисление номера отрезка n, в который попало значение случайной величины);* |
| P(n) = P(n) + 1 | *( при попадании числа х в n - й отрезок добавляем единицу в элемент массива P(n)).* |
| **Завершение цикла по *m*** | |

Теперь для получения оценки плотности распределения вероятности *f(n)* необходимо поделить *P(n)* на *M*, а затем на *d*. Это выполняется в следующем цикле.

|  |
| --- |
| **Цикл по n от *0* до *N*-1 (это цикл по отрезкам)** |
| *f(n) = [P(n) /M]/ d* |
| **Завершение цикла по *n*** |

Описанная ранее методика статистической оценки плотности распределения вероятности выполнена в соответствии с общим методом моделирования Монте-Карло. Суть данного метода заключается в том, что для вычисления площади сложной фигуры необходимо случайно и равномерно формировать в прямоугольнике, окружающем фигуру, точки. Количество точек, попавших в эту фигуру, обозначим *MФ*, общее же количество "разбросанных" точек обозначим *M*. В этом случае при стремлении *M* к бесконечности отношение площади фигуры к площади прямоугольника (в котором равномерно разбрасываются точки) равно отношению *MФ/M*.

## 2.3. ТЕХНОЛОГИЯ ПОСТРОЕНИЯ МОДЕЛИРУЮЩИХ

## ПРОГРАММ В Borland C++ 3.1

Начнем с текста программы моделирование случайной величины равномерно распределенной в интервале от 1.5 до 3.5.

|  |  |
| --- | --- |
| **Программа 1 (исходный файл lect1\_1.cpp, выполняемый файл lect1\_1.exe)** | |
| #define N 500 | *// Число отрезков для вычисления плотности*  *// распределения вероятности* |
| #define M 100000L | *// Число экспериментов* |
| #include |  |
| #include "model.h" | // Подключение заголовочного файла с описанием  *// шаблонов функций графического вывода* |
| float sl vel(float a, float b); | // Описание функции, выдающей значение  *// случайной величины с равномерной плотностью*  *// распределения вероятности в интервале от а до b* |
| float f[N]; | // Массив для значений оценки плотности  *// распределения вероятности* |
| void main(void) |  |
| { long m;  float x, a = 1.5, b = 3.5, d;  int n ; | *// Индекс для номера эксперимента* |
| d = (b-a)/N ; | *//величина отрезка случайной величины х* |
| for(m =0; m < M; m++)  { x = sl\_vel(a,b);            n = (x - a) / (b - a) \* N;              f[n] = f[n] + 1;      } | *// Цикл по числу экспериментов* |
| for (n=0; n < N; n++) | // Пересчет вероятности в плотность распределения вероятности |
| f[n] = f[n] / ( M \* d ); |  |
| Init\_graph(); | *// Инициализация графической библиотеки* |
| graf\_1("plotnoct ", f, 0, N-1); | *// Вывод на график* |
| Close\_graph();  } | *// Переход в текстовый режим* |
| float sl\_vel( float a, float b) | // Функция, формирующая значение случайной  *//величины с равномерной плотностью*  *// распределения вероятности в интервале от a до b ( a x < b ).* |
| {  float x;      x = random(30000)/30000.;      x = a + (b-a) \* x;   return x; } |  |

Рассмотрим далее, каким образом выполнить данную программу в среде Borland - C++3.1. Во-первых, эта и дальнейшие программы будут использовать ряд сервисных графических функций ввода-вывода. Эти функции находятся в файле **model.cpp**. В свою очередь, описание шаблонов этих функций располагается в файле **model.h**. Поэтому порядок выполнения данной программы и всех последующих должен быть следующий:

1. Написать текст моделирующей программы в каком-нибудь файле, например, **my\_prog1.cpp** ( расширение **cpp** обязательно ).
2. Открыть новый проект. Для этого надо войти в меню **Project** и в разделе **Open project** ввести имя нового файла проекта, например, **my\_pro1.prj**. Расширение **prj** обязательно.
3. В этот новый проект надо включить Ваш файл (**my\_prog1.cpp**) и файл **model.cpp**. Для этого опять нужно войти в меню **Project** и выбрать раздел **Add Item**. Далее в появившемся окне последовательно выбрать **my\_prog1.cpp** (выделив и нажав кнопку **Add**) и **model.cpp** (аналогично).
4. Открыть раздел **Options** и в разделе **Linker** выбрать строку **Libraries**. В появившемся окне установите флажок напротив **Graphics Library**.
5. Теперь можно выполнить проект (меню **Run** раздел **Run**).

Следует обратить внимание на то, что в рабочем каталоге (каталог, из которого Вы переходите в среду – вызываете bc.exe) должны быть четыре файла model.cpp, model.h, egavga.bgi , trip.chr.

Далее перечислим ряд сервисных функций находящихся в файле **model.cpp**:

|  |  |
| --- | --- |
| 1) | функция, обеспечивающая вывод на график: void graf\_1(char \*stroka, float \*s1, int n\_begin, int n\_end). Здесь stroka – указатель на строку, содержащую название графика (это будет фактически подпись на графике), s1 – имя массива (указатель на массив), выводимого на график, n\_begin - индекс начального элемента массива, выводимого на график, n\_end – индекс последнего элемента массива, выводимого на график; |
| 2) | функция, обеспечивающая вывод двух массивов данных на график: void graf\_2( char \*stroka, float \*s1, float \*s2, int n\_begin, int n\_end). Новым параметром относительно предыдущей функции является: s2 – имя второго массива, выводимого на график. Максимальное значение по вертикальной оси на графике соответствует максимальному значению среди значений элементов обоих массивов. Соответственно минимальное значение по вертикальной оси на графике соответствует минимальному значению среди значений элементов обоих массивов; |
| 3) | функция, обеспечивающая вывод трех массивов данных на график void graf\_3( char \*stroka, float \*s1, float \*s2, float \*s3, int n\_begin, int n\_end ). Новым параметром относительно предыдущей функции является: s3 – имя третьего массива выводимого на график. Максимальное значение по вертикальной оси на графике соответствует максимальному значению среди значений элементов всех трех массивов. Соответственно минимальное значение по вертикальной оси на графике соответствует минимальному значению среди значений элементов всех трех массивов; |
| 4) | функция, обеспечивающая вывод двух массивов данных на график (с нормировкой значений): void graf\_2\_norm( char \*stroka, float \*s1, float \*s2, int n\_begin, int n\_end). Данная функция аналогично функции graf\_2 выводит на график два массива, однако нормировку производит для каждого массива свою. В итоге, если Вы выводите на график два массива, существенно различающихся по значениям, то каждый массив будет пронормирован к своим максимальному и минимальному значениям; |
| 5) | функция, обеспечивающая вывод трех массивов данных на график (с нормировкой значений): void graf\_3\_norm( char \*stroka, float \*s1, float \*s2, float \*s3, int n\_begin, int n\_end). Данная функция, аналогично функции graf\_3, выводит на график три массива, однако нормировку производит для каждого массива свою. В итоге, если Вы выводите на график три массива, существенно различающихся по значениям, то каждый массив будет пронормирован к своим максимальному и минимальному значениям; |
| 6) | следующая функция обеспечивает ввод с клавиатуры значения целочисленной переменной: void input\_int (char \*stroka, int \*perem). Здесь stroka – массив, содержащий подпись для окна ввода, рerem – адрес переменной, куда будет записано вводимое значение; |
| 7) | следующая функция обеспечивает ввод с клавиатуры значения вещественной переменной: void input\_float ( char \*stroka, float \*perem). Здесь stroka – массив, содержащий подпись для окна ввода, рerem – адрес переменной, куда будет записано вводимое значение; |
| 8) | для перехода в графический режим, в начале своей программы Вы должны поставить функцию, обеспечивающую инициализацию графики: void Init\_graph( void ); |
| 9) | в конце программы необходимо использовать функцию, которая обеспечивает обратный переход в текстовый режим: void Close\_graph( void ); |
| 10) | для получения случайных чисел, распределенных по гауссовскому закону, можно использовать функцию: float gauss (float m\_oz, float disp). Здесь m\_oz – математическое ожидание случайной величины, disp - дисперсия случайной величины. Файл **model.h** содержит описание заголовков этих функций, кроме того в нем определена константа: PI = 3.14159265 - число "пи". |

## 2.4. МОДЕЛИРОВАНИЕ ДИСКРЕТНОЙ СЛУЧАЙНОЙ

## ВЕЛИЧИНЫ

Случайная величина *Х* может принять значение *х1* с вероятностью *Р1*, значение *х2* с вероятностью *Р2*, …, значение *хn* с вероятностью *Рn*. Схематично это показано на рис. 8.

Для моделирования такой случайной величины можно воспользоваться датчиком случайной величины *E* с равномерным распределением в интервале от 0 до 1. Выданное датчиком значение *е* последовательно сравнивается следующим образом:
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*xn*
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*x2*
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Рис. 8

если *е < P(x1)*, то принимаем *Х = x1*,

если *е < P(x1) + P(x2)*, то принимаем *Х = x2*,

……

если *е < P(x1) + P(x2)+ … +P(xn-1)*, то принимаем *Х = xn-1*,

если ни одно из предыдущих условий не выполнено, то принимаем *Х = хn*.

**Программа 2 (исходный файл lect1\_2.cpp, выполняемый файл lect1\_2.exe)**

Необходимо смоделировать случайную величину Х, которая может принимать четыре значения: 1, 27, 29 , 57 со следующими вероятностями:

Р (Х =1) = 0.05, Р (Х =27) = 0.45, Р (Х =29) = 0.49, Р(Х=57) = 0.01.

#define N 500

#include <stdlib.h>

#include "model.h"

float sl\_vel(void );

float realizasia[500];

void main(void)

{ int i, n;

for(i = 0 ; i < N; i++)

realizasia[i] = sl\_vel();

Init\_graph();

graf\_1(" realizasia random ", realizasia , 0, N-1);

Close\_graph();

}

float sl\_vel(void)

{

float x[4] = {1, 27 , 29 , 57 };

float P[3] = { 0.05 , 0.5 , 0.99 };

int i ; float x\_vihod , e;

e = random( 30000)/30000.;

x\_vihod = x[3] ;

for(i=0 ; i<3 ; i++)

{ if( e < P[i])

{ x\_vihod = x[i] ;

break ;

}

}

return x\_vihod;

}

## 2.5. МОДЕЛИРОВАНИЕ НЕПРЕРЫВНЫХ СЛУЧАЙНЫХ

## ВЕЛИЧИН

Универсальным методом моделирования непрерывных случайных величин является метод исключения. При моделировании случайной величины *Х* с плотностью распределения вероятности в интервале от *a* до *b* используется следующий алгоритм:

1. Получение от датчика случайных чисел с равномерной плотностью распределения вероятности в интервале от 0 до 1 двух независимых значений случайных величин: *e1*и *e2*.
2. Расчет *x1*= а + (b - а) *e1*, *x2* = *f*max *e2*,  где   *f*max - максимальное значение  *f(х)*.
3. Если *x2 ≤ f(x1)*, то *x1* представляет моделируемое значение случайной величины. Если данное неравенство не выполняется, то возвращаемся к пункту 1.

**Программа 3 (исходный файл lect1\_3.cpp, выполняемый файл lect1\_3.exe)**

Разработать функцию, формирующую (моделирующую) значения случайной величины с плотностью распределения вероятности f(x) = Asin(πx) на интервале 0 ≤ x < 1. Эта зависимость показана на следующем рисунке.

Вычислим *А*: ![](data:image/x-wmf;base64,183GmgAAAAAAAGAJ4AMBCQAAAACQVAEACQAAA2ABAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwC4ANgCRIAAAAmBg8AGgD/////AAAQAAAAwP///7n///8gCQAAmQMAAAsAAAAmBg8ADABNYXRoVHlwZQAA0AAQAAAA+wJA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQAACAAAADIKngJAAAEAAADyABAAAAD7AqD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAQAEAAAA8AEAAAgAAAAyCkACgAcBAAAAPQAVAAAA+wJA/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIcEAAAALQEAAAQAAADwAQEACAAAADIK2QBPAAEAAAAxAAgAAAAyCogDRwABAAAAMAAVAAAA+wKg/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIcEAAAALQEBAAQAAADwAQAACAAAADIKQAKICAEAAAAxAAgAAAAyCkAC2AUCAAAAZHgIAAAAMgpAArQEAQAAAHgACAAAADIKQAIJAQEAAABBABUAAAD7AqD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAhwQAAAAtAQAABAAAAPABAQAIAAAAMgpAAlkFAQAAACkACQAAADIKQAL1AQQAAABzaW4oEAAAAPsCoP4AAAAAAACQAQEAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAQAAADwAQAACAAAADIKQAL0AwEAAABwAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEAAAQAAADwAQEAAwAAAAAA) - вероятность достоверного события равна 1.

Рис. 9
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Далее, вычисляя интеграл, получаем: ![](data:image/x-wmf;base64,183GmgAAAAAAACAHYAQBCQAAAABQXQEACQAAA3EBAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYAQgBxIAAAAmBg8AGgD/////AAAQAAAAwP///67////gBgAADgQAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAkgCQAAFAAAAEwJIAlYBBQAAABQCkQAhBgUAAAATAv8DIQYQAAAA+wJA/wAAAAAAAJABAQAAAgACABBTeW1ib2wAAgQAAAAtAQEACAAAADIK5ABDBgEAAABwABAAAAD7AqD+AAAAAAAAkAEBAAACAAIAEFN5bWJvbAACBAAAAC0BAgAEAAAA8AEBAAgAAAAyCrcDRwABAAAAcAAVAAAA+wJA/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIcEAAAALQEBAAQAAADwAQIACAAAADIKDARJBgEAAAAwABUAAAD7AqD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAhwQAAAAtAQIABAAAAPABAQAIAAAAMgqgAvsEAQAAAHoACAAAADIKvgF2AAEAAABBABUAAAD7AqD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAhwQAAAAtAQEABAAAAPABAgAIAAAAMgqgApUFAQAAACkACQAAADIKoALsAgMAAABjb3MACAAAADIKoAKHAQEAAAAoABAAAAD7AqD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAgAEAAAA8AEBAAgAAAAyCqACBgIBAAAALQAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAQAEAAAA8AECAAMAAAAAAA==) = ![](data:image/x-wmf;base64,183GmgAAAAAAAGACoAMACQAAAADRXwEACQAAA8wAAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCoANgAhIAAAAmBg8AGgD/////AAAQAAAAwP///6////8gAgAATwMAAAsAAAAmBg8ADABNYXRoVHlwZQAAsAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAugBQAAFAAAAEwLoARICEAAAAPsCoP4AAAAAAACQAQEAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAgAAAAyClcDpQABAAAAcAAVAAAA+wKg/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAKoEAAAALQECAAQAAADwAQEACAAAADIKXgEyAQEAAABBAAgAAAAyCl4BWwABAAAAMgAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAQAEAAAA8AECAAMAAAAAAA==) = 1.

Из чего следует *А* = π/2.

#define N 500

#define M 30000L

#include

#include

#include "model.h"

float sl\_vel(void);

float f[N] ;

void main(void)

{ long i ; int n;

float x ;

for(i = 0 ; i < M ; i++)

{ x = sl\_vel();

n = x \* N ;

f[n] = f[n] + 1./M \* N ;

}

Init\_graph();

graf\_1("plotnost", f, 0, N-1);

Close\_graph();

}

float sl\_vel(void)

{

float , , , ;

for(; ;)

{ = random(30000)/30000.;

= random(30000)/30000.;

= ;

= PI /2 \* ;

if ( <= ( PI/2 \* sin (PI\* ))) break;

} return ;

}

**Программа 4 (исходный файл lect1\_4.cpp, выполняемый файл lect1\_4.exe)**

Далее приведена программа моделирования случайной величины с плотностью распределения вероятности (рис.10):

Рис. 10
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**Уравнение прямой**, проходящей через две заданные точки (x1,y1) и (x2,y2), имеет вид:

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAJgAAAAoBAMAAADwJi5nAAAAMFBMVEX///8AAAC2trZ0dHQwMDCenp5AQEBiYmJQUFAEBASKiorm5uYMDAwiIiIWFhbMzMybUY82AAACf0lEQVRIDe2WPWgUURSFz04ymd2JmXEFLbTIhNjYrRjYIiDBVWwEN5WdLFhaOCIkCBK3sNXOxsZNlcJm/QHBKmBhYWEqO2Gx0EVQIqTSQHz3zryZ9zdBrKL4IMy95505M/PCcj8A8xcw1YKyvIUurim9Wnrt3q0lVcD8SrBQCuk9NAZlCwT1JTxSBaX+gQ8Ts0qPeDCzdXpbKuHwNeaGsqPrk0Mt74QqKHWK8XSi9AgQ9Z+VgrjxDnV7tH5SNTcMNjFZPI6kch3hMmY3v0MtEcplVoH6Ft6LMj5P6yKJ9zHTC2+7w/zDfNsOu1Oql8XfxmNWgSjF8bzML59RG6DhDgtGuhdYI0GGNbrmCT2kQ3SHdaP+dEuN8zHG8zIsGkxuqtvAF1yCOyyc3U3rmnl97w36ZZjXWetp+zjZ/lQRFncWO3c1886ZF21xIPIzgVpX2xfN0Yow01f0MmyMs4XGRdSfGP1p2Mf4nRGW7G7Dv1n1i9LNWXflWP5f2VgZ6vvh6nVdOKDd1DdaXw/o2/3uazX3XXpKbV9vs6m7Xd2/cWauL/uv/a0n4GQBixjyr7PhgDZKQHCygEUMeZgFB6QrgOBiAZsY8jALDkhXAYFYwF89R3IBCBkxyJFPW3IJODDNYiAlYpvdxAIvcUq0JSAwMRQjX2zJRXBgmlVAIBZYNqZdRgxyfMkkcQ1GdKs5GktAIBbw8DSBsjJisMMYDkyzCgjMAnigRAmWYWKwwiQc6GYVEJgFwrdaWEYMVlgOB4ZZBwTBAleN0cnHYoXlD7TMrJObWcC/8SrJnXzJiKEizDTnN3IYscB3YxgwMRQjX32MqE1zts1uJwtYxGDkVbS/AJgAxQ8LXYhoAAAAAElFTkSuQmCC)

#define N 500

#define M 30000L

#include

#include "model.h"

float sl\_vel(void);

float f[N];

void main(void)

{ long i; int n;

float x, a = 0, b = 4, d;

d = (b - a)/ N ;

for(i = 0; i < M ; i++)

{ x = sl\_vel();

n = (x - а) /(b-a) \* N ;

f[n]=f[n]+1. /M \*/d;

}

Init\_graph();

graf\_1(" plotnost ", f, 0, N-1);

Close\_graph();

}

float sl\_vel(void)

{ float a=0, b=4, , , , , z;

for(;;)

{ = random(30000)/30000.;

= random(30000)/30000.;

= a + ( b-a) \* ;

= 0.5 \* ;

if( <= 2.0)

z = 0.25 ;

else

z = 1 - 0.25 \* ;

if ( <= z ) break;

}

return ;

}

## 2.6. МОДЕЛИРОВАНИЕ ГАУССОВСКИХ СЛУЧАЙНЫХ

## ВЕЛИЧИН

В технике и природе наиболее распространенное распределение случайных чисел – гауссовское или нормальное. Его плотность вероятности записывается следующим образом:

*f(x) = ![](data:image/x-wmf;base64,183GmgAAAAAAAEAJIAQACQAAAABxUwEACQAAA/MBAAAFABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCIARACRIAAAAmBg8AGgD/////AAAQAAAAwP///7v///8ACQAA2wMAAAsAAAAmBg8ADABNYXRoVHlwZQAA0AAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAmEDaAAFAAAAEwJHA5QACQAAAPoCAAAgAAAAAAAAACIABAAAAC0BAQAFAAAAFAJPA5QABQAAABMCxwPUAAQAAAAtAQAABQAAABQCxwPcAAUAAAATAl0CMwEFAAAAFAJdAjMBBQAAABMCXQLAAwUAAAAUAigCQAAFAAAAEwIoAuADCQAAAPoCAAAIAAAAAAAAACIABAAAAC0BAgAFAAAAFAJGASsFBQAAABMCRgHjCBUAAAD7AkD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAgQQAAAAtAQMACAAAADIKDgL/BgEAAABEAAgAAAAyCg4ChwYBAAAAMgAIAAAAMgr8AIoHAQAAAHgACAAAADIK/ABfBgEAAABNAAgAAAAyCvwAkQUBAAAAeAAVAAAA+wKA/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIEEAAAALQEEAAQAAADwAQMACAAAADIKpgCICAEAAAAyABUAAAD7AqD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAgQQAAAAtAQMABAAAAPABBAAIAAAAMgqAAhEEAQAAAGUACAAAADIKsgOpAgEAAABEAAgAAAAyCrIDSgEBAAAAMgAIAAAAMgqeAb4BAQAAADEAFQAAAPsCQP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACBBAAAAC0BBAAEAAAA8AEDAAgAAAAyCvwA5QcCAAAAfSkIAAAAMgr8AB0HAQAAAHsACAAAADIK/AA2BQEAAAAoABAAAAD7AkD/AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAwAEAAAA8AEEAAgAAAAyCvwA7gUBAAAALQAIAAAAMgp2AboEAQAAAC0AEAAAAPsCoP4AAAAAAACQAQEAAAIAAgAQU3ltYm9sAAIEAAAALQEEAAQAAADwAQMACAAAADIKsgPpAQEAAABwAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEDAAQAAADwAQQAAwAAAAAA)*

Здесь *D = σ2* – дисперсия случайной величины, а *M{X}* – математическое ожидание случайной величины *X*.

Распространенный алгоритм моделирования таких величин основан на центральной предельной теореме, согласно которой, закон плотности распределения вероятности суммы независимых случайных величин стремится к нормальному при увеличении числа независимых случайных величин.

**Алгоритм.** Берется датчик случайной величины, которая имеет равномерную плотность распределения вероятности в интервале от 0 до 1. При этом математическое ожидание случайной величины равно 0.5, а ее дисперсия равна 1/12. Если просуммировать порядка 8-10 независимых реализаций СВ, то результатом суммирования будет случайная величина с плотностью распределения вероятности, очень близкой к гауссовскому закону. Таким образом, алгоритм получения гауссовской СВ выглядит следующим образом:

Y = ![](data:image/x-wmf;base64,183GmgAAAAAAAEADoAMACQAAAADxXgEACQAAAwoBAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCoANAAxIAAAAmBg8AGgD/////AAAQAAAAwP///7P///8AAwAAUwMAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAQAAAA+wJA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQAACAAAADIKWAI5AAEAAADlABAAAAD7AkD/AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAQAEAAAA8AEAAAgAAAAyCkIDrgABAAAAPQAVAAAA+wJA/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIcEAAAALQEAAAQAAADwAQEACAAAADIK3wCTAAEAAABOAAgAAAAyCkIDEwEBAAAAMQAIAAAAMgpCA0kAAQAAAG4ACAAAADIKeAKFAgEAAABuABUAAAD7AqD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAhwQAAAAtAQEABAAAAPABAAAIAAAAMgogAq0BAQAAAEUACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQAABAAAAPABAQADAAAAAAA=),

где *En*- случайные величины с равномерной плотностью распределения вероятности в интервале от 0 до 1. Математическое ожидание и дисперсия величины *Y* соответственно равны *M{Y}=N/2*, *D=N/12*. Далее приведена программа формирования нормальной случайной величины с нулевым математическим ожиданием и единичной дисперсией. Для получения одной реализации такой случайной величины суммируются 10 независимых случайных величин с равномерной плотностью распределения вероятности в интервале от 0 до 1.

**Программа 5 (исходный файл lect1\_5.cpp, выполняемый файл lect1\_5.exe)**

#define N 500

#define M 50000L

#include

#include

#include "model.h"

float gauss\_test(void);

float f[N] ;

void main(void)

{ long m;

int n; float x, a = -5, b = 5, d;

d = (b-a)/N;

for(m =0 ; m < M; m++)

{ x = gauss\_test();

n = (x - a) / (b - a) \* N;

f[n] = f[n] +1;

}

for (n=0; n < N ; n++)

f[n] = f[n] / (M \* d);

Init\_graph();

graf\_1(" plotnoct gauss", f, 0, N-1);

Close\_graph();

}

float gauss\_test (void)

{

float x;

int i, N\_cycle =10;

x = 0.0;

for(i = 0 ; i < N\_cycle; i++)

x = x + random(30000)/30000.0;

x = x -0.5\* N\_cycle;

x = x/sqrt (N\_cycle /12.);

return x ;

}

## 2.7. ДОПОЛНИТЕЛЬНЫЕ ПРИМЕРЫ ПРОГРАММ

**Программа 6. (исходный файл lect1\_3a.cpp, выполняемый файл lect1\_3a.exe)**

В данной программе моделируется случайная величина с плотностью распределения вероятности по закону *p(x) = Asin(3.14x)*, при х от 0 до 1. При этом на график выводятся две экспериментальных оценки плотности распределения вероятности (одна по 10 000 реализациям, а другая по 100 000 реализациям).

**Программа 7. Файл lect1\_4a.cpp (выполняемый файл lect1\_4a.exe)**

Моделирование случайной величины с равномерным распределением от 0 до 1 (значение плотности распределения вероятности равно 0.1), линейным от 1 (значение плотности распределения вероятности равно 0.1) до 2 (значение плотности распределения вероятности равно 0.35 ) и линейным от 2 (значение плотности распределения вероятности равно 0.35) до 5 (значение плотности распределения вероятности равно 0).

**Программа 8. Файл lect1\_5a.cpp (выполняемый файл lect1\_5a.exe)**

Моделирование случайной величины, распределенной по гауссовскому закону. На график вместе с экспериментальной оценкой плотности распределения вероятности выводится теоретическая зависимость.

## 2.8. ЗАДАНИЯ ДЛЯ ЛАБОРАТОРНОЙ РАБОТЫ

1. Написать программный датчик случайной величины с равномерной плотностью распределения вероятности в интервале от -2 до 7. Затем написать вызывающую функцию, которая выводит на график две экспериментальные зависимости плотности распределения вероятности. Отличием этих двух зависимостей является различное число экспериментов (для построения одной зависимости используется значительно большее число экспериментов).

2. Необходимо смоделировать реализацию случайной величины Х, которая может принимать 7 значений 5, 7, 17, 19, 21, 25, 55 со следующими вероятностями:

Р(Х=5) = 0.01, Р(Х=7) = 0.05, Р(Х=17) = 0.3, Р(Х=19) = 0.3, P(X=21) = 0.3, P(X=25) = 0.02, P(X=55) = 0.02.

3. Построить датчик случайной величины с плотностью распределения вероятности, показанной на рис.11. Путем проведения статистического моделирования построить график плотности распределения вероятности величины, формируемой датчиком.

Рис. 11
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4. Построить датчик случайной величины с плотностью распределения вероятности, показанной на рис.12. Путем проведения статистического моделирования построить график плотности распределения вероятности величины, формируемой датчиком.

Рис. 12
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5. Построить экспериментальную кривую плотности распределения вероятности случайной величины *Y*, которая определяется суммой двух случайных величин:

*Y = X + Z,*

при этом *Х* имеет плотность распределения вероятности *f(x) = ax* в интервале 3 ≤ x < 7, а *Z* имеет плотность распределения вероятности *f(z)=bz2* в интервале 0 ≤ x < 5.

6. Построить экспериментальную кривую плотности распределения вероятности случайной величины Y, которая выражается разностью двух случайных величин:

*Y = X - Z,*

при этом *Х* имеет плотность распределения вероятности *f(x) = ax* в интервале 2 ≤ x < 5, а Z имеет плотность распределения вероятности *f(z) = bz2* в интервале 0 ≤ x < 7.

7. Построить экспериментальную кривую плотности распределения вероятности случайной величины *Y*, которая задается суммой двух случайных величин:

*Y = X + Z,*

при этом *Х* имеет гауссовскую плотность распределения вероятности с математическим ожиданием 3 и дисперсией 2, а *Z* имеет равномерную плотность распределения вероятности в интервале от 5 до 7.

8. Построить экспериментальную кривую плотности распределения вероятности случайной величины *Y*, которая определяется суммой трех независимых случайных величин:

*Y = X + Z + W,*

при этом *Х, Y, Z* имеют одинаковую плотность распределения вероятности, соответствующую рис.12. Вывести на график одновременно с кривой плотности распределения вероятности график гауссовской плотности распределения. Математическое ожидание у гауссовской случайной величины равно математическому ожиданию величины *Y*, а дисперсия гауссовской случайной величины равна дисперсии случайной величины *Y*.

9. Построить экспериментальную кривую плотности распределения вероятности случайной величины *Y*, которая определяется суммой трех независимых случайных величин:

*Y = X + Z + W,*

при этом *Х, Y, Z* имеют равномерную плотность распределения вероятности в интервале от 0 до 5. Вывести на график одновременно с кривой плотности распределения вероятности график гауссовской плотности распределения. Математическое ожидание у гауссовской случайной величины равно математическому ожиданию величины *Y*, а дисперсия гауссовской случайной величины равна дисперсии случайной величины *Y*.

## КОНТРОЛЬНЫЕ ЗАДАНИЯ

1. Случайная величина *X* равномерно распределена в интервале от 1 до 7, а плотность распределения вероятности случайной величины *Y* равна *f(y) = ay2* в интервале от 0 до 5. При этом случайные величины *X* и *Y* являются независимыми. Вычислить математическое ожидание и дисперсию суммы этих случайных величин

*Z = X + Y*.

1. Плотность распределения вероятности случайной величины *X* равна *f(x) = ax* в интервале от 1 до 5, а случайная величина *Y* равномерно распределена в интервале от 0 до 5. При этом случайные величины *X* и *Y* являются независимыми. Вычислить математическое ожидание и дисперсию разности этих случайных величин

*Z = X - Y*.

1. Случайные величины *X* и *Y* являются независимыми. Требуется доказать, что дисперсия суммы этих случайных величин равна сумме их дисперсий.
2. Случайная величина *X* имеет плотность распределения вероятности *p(x) = A exp(-|x|)*. Найти коэффициент *A*, математическое ожидание и построить функцию распределения случайной величины *X*.
3. Случайная величина *X* имеет плотность распределения вероятности *f(x) = ax* в интервале от 0 до 2. Построить функцию распределения случайной величины *X*, а также вычислить математическое ожидание и дисперсию.
4. Случайная величина *X* имеет плотность распределения вероятности следующего вида:

*f(х)= сx*, при *x* в интервале от 0 до 2;

*f(х)=с*, при других *х*, где *δ(x)* - дельта-функция.

Вычислить математическое ожидание случайной величины *X*, дисперсию и функцию распределения вероятности.

1. Случайная величина *X* имеет плотность распределения вероятности следующего вида:

*f(х)=0.1x*, при x в интервале от 0 до 1;  
*f(х)= aδ(x-3)*, при других х , где *δ(x)* - дельта-функция.

Вычислить математическое ожидание случайной величины X, дисперсию и функцию распределения вероятности.
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**ЛАБОРАТОРНАЯ РАБОТА № 2**

**«МАТЕМАТИЧЕСКОЕ МОДЕЛИРОВАНИЕ**

**СЛУЧАЙНЫХ ПРОЦЕССОВ»**

**1. Цель работы:**

Изучение основных методов получения случайных величин и алгоритмов их моделирования. Создание программных датчиков случайных величин в среде Borland С++ 3.1.

**2. Теоретический материал для изучения**

## ВВЕДЕНИЕ

В первой лабораторной работе предметом исследования и моделирования были случайные величины. Случайная величина характерна тем, что она в результате эксперимента принимает одно, заранее неизвестное значение. Однако такой элементарный подход в ряде практических задач является явно недостаточным. На практике часто приходится иметь дело со случайными величинами, непрерывно изменяющимися в процессе эксперимента. Примерами в этом случае могут служить: воздействие случайной "шумовой" помехи на вход системы или изменение показателей канала связи с течением времени. Для описания таких ситуаций существуют случайные процессы. *Случайный процесс* – это функция времени, которая в результате опыта может принять тот или иной конкретный вид и неизвестно заранее – какой именно. Конкретный вид, принимаемый случайным процессом в результате эксперимента, называется реализацией случайного процесса. Если произвести серию экспериментов над случайным процессом, то мы получим "семейство" реализаций этого случайного процесса.

Рассмотрим некоторый случайный процесс *X(t)* на определенном отрезке времени. Важно отметить, что если зафиксировать момент времени, то значение случайного процесса в этот момент времени – это случайная величина. Если рассмотреть значения случайного процесса в различные моменты времени *t1, t2,..,tm*, то мы получим совокупность случайных величин *X(t1), X(t2),…, X(tm)*. Очевидно, что если интервалы (по времени) взятия отсчетов случайного процесса очень малы и их достаточно много (в пределе их количество стремится к бесконечности), то совокупность случайных величин *X(t1), X(t2),…, X(tm)* достаточно точно определяет характер поведения случайного процесса. При описании случайных величин мы пользовались понятиями функции распределения вероятности и плотности распределения вероятности случайной величины [1]. Так как теперь у нас совокупность случайных величин (которые имеют между собой статистическую связь), то рассмотренных ранее сведений недостаточно. Если мы возьмем значения случайного процесса в различные моменты времени *t1* и *t2*, то будем располагать двумя случайными величинами *X(t1)* и *X(t2)*. В этом случае для исчерпывающего описания используется двумерная функция распределения вероятности:

*F[x(t1), x(t2), t1, t2] = P[X(t1)≤ x(t1), X(t2)≤ x(t2)],* (1)

где *Р*[…] – вероятность события, указанного в скобках. Аналогично запишется двумерная плотность распределения вероятности:

*f[x(t1), x(t2), t1, t2] =![](data:image/x-wmf;base64,183GmgAAAAAAAAAMIAQACQAAAAAxVgEACQAAA+4BAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCIAQADBIAAAAmBg8AGgD/////AAAQAAAAwP///7L////ACwAA0gMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAggCQAAFAAAAEwIIAqkLFQAAAPsCoP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACHBAAAAC0BAQAIAAAAMgp3A6IIAQAAACkACAAAADIKdwM8BwEAAAAoAAgAAAAyCncDdAUBAAAAKQAIAAAAMgp3AyMEAQAAACgACAAAADIKfgExCwEAAABdAAgAAAAyCn4BzAkBAAAALAAIAAAAMgp+AQ4IAgAAACksCAAAADIKfgGoBgEAAAAoAAgAAAAyCn4BAgUCAAAAKSwIAAAAMgp+AbEDAQAAACgACAAAADIKfgF9AgEAAABbABUAAAD7AkD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAhwQAAAAtAQIABAAAAPABAQAIAAAAMgrPAxoIAQAAADIACAAAADIKzwP4BAEAAAAxAAgAAAAyCtYBqQoBAAAAMgAIAAAAMgrWAVUJAQAAADEACAAAADIK1gGGBwEAAAAyAAgAAAAyCtYBhgQBAAAAMQAIAAAAMgrgABoBAQAAADIAFQAAAPsCoP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACHBAAAAC0BAQAEAAAA8AECAAgAAAAyCncDsAcBAAAAdAAIAAAAMgp3A5cGAQAAAHgACAAAADIKdwOXBAEAAAB0AAgAAAAyCncDfgMBAAAAeAAIAAAAMgp+AT8KAQAAAHQACAAAADIKfgH0CAEAAAB0AAgAAAAyCn4BHAcBAAAAdAAIAAAAMgp+AQMGAQAAAHgACAAAADIKfgElBAEAAAB0AAgAAAAyCn4BDAMBAAAAeAAIAAAAMgp+AZYBAQAAAEYAEAAAAPsCoP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQECAAQAAADwAQEACAAAADIKdwPtBQEAAAC2AAgAAAAyCncD1AIBAAAAtgAIAAAAMgp+AVUAAQAAALYACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQEABAAAAPABAgADAAAAAAA=).* (2)

Приведенные формулы (1) и (2) представляют исчерпывающее описание двух случайных величин *X(t1)* и *X(t2)*. Однако эти характеристики не являются достаточными для описания случайного процесса. Более полной характеристикой была бы трехмерная функция распределения вероятности:

*F[x(t1), x(t2), x(t3), t1,t2,t3] = P[X(t1)≤ x(t1), X(t2)≤ x(t2), X(t3)≤ x(t3)].*

Очевидно, теоретически можно неограниченно увеличивать число аргументов в функции и плотности распределения вероятности и получать при этом все более подробную информацию о характере случайного процесса. Однако такое описание для большинства ситуаций оказывается очень громоздким и неудобным. Важно, что если значения случайного процесса в различные моменты времени независимы, то совместная плотность распределения вероятности равна произведению одномерных плотностей распределения вероятности. Например, для выражения (2) имеем:

*f[x(t1), x(t2)] = f[x(t1)] f[x(t2)].*

Практически в большинстве ситуаций достаточную информацию о процессе дает корреляционная функция случайного процесса

*Rx(t1, t2) = M[(X(t1) – M[x(t1)])(X(t2) – M[x(t2)])],*

где *M*[…] – обозначение математического ожидания.

На практике часто встречаются случайные процессы, протекающие во времени приблизительно однородно и имеющие вид непрерывных случайных колебаний вокруг некоторого среднего значения, причем ни средняя амплитуда, ни характер этих колебаний не обнаруживают существенных изменений с течением времени. Такие случайные процессы называются *стационарными*. Каждый стационарный процесс можно рассматривать как продолжающийся во времени неопределенно долго. Исследуя стационарный процесс на любом временном участке, мы должны получить одни и те же его характеристики.

В общем случае *X(t)* считается стационарным процессом, если все его вероятностные характеристики не зависят от времени (точнее, не меняются при любом сдвиге аргументов, от которых они зависят, по оси *t*). Как следствие этого математическое ожидание случайного процесса, его дисперсия и корреляционная функция не зависят от времени.

**2.1. ЦИФРОВАЯ МОДЕЛЬ СЛУЧАЙНЫХ ПРОЦЕССОВ**

Моделирование любого временного процесса, в том числе и случайного, представляет набор *N* значений (чисел) реализации этого процесса. Эти значения берутся из временного отрезка непрерывной функции *X(t)* через фиксированный интервал времени (или шаг дискретизации) *T*:

*X(0T), X(1T), X(2T), …, X((N-1)T).*

Построением таких моделей в виде набора *N* случайных чисел мы займемся далее. Вместо обозначения *X(nT)* будем использовать *Xn* или *X(n)*.

В цифровых системах наиболее распространена одна из разновидностей случайного процесса - *дискретный белый гауссовский шум*. Это последовательность случайных чисел *Xn*, каждое число при этом имеет гауссовскую плотность распределения вероятности c нулевым математическим ожиданием и дисперсией *D*. При этом различные случайные числа статистически независимы, т.е. *f(xn, xm)= f(xn)f(xm)* при различных *n* и *m*. Таким образом, для моделирования реализации из *N* дискретных отсчетов дискретного белого гауссовского шума необходимо *N* раз обратиться к датчику, выдающему независимые случайные числа, распределенные по гауссовскому закону c нулевым математическим ожиданием и дисперсией *D* (для программной реализации такой модели достаточно сведений по предыдущей лабораторной работе [1]).

Большое практическое значение имеет модель гауссовского шума при условии, что значения соседних элементов статистически зависимы. Такая модель описывает и изменение стоимости акций на бирже, и значения помехи на входе системы связи. Для характеристики статистической связи значений случайного процесса в различные моменты времени (непрерывного или дискретного) используется *функция корреляции*. В дальнейшем рассмотрим модели случайных процессов с различными функциями корреляции. Напомним, что функция корреляции для дискретного во времени стационарного процесса определяется следующим образом:

*R(m) = ![](data:image/x-wmf;base64,183GmgAAAAAAAGAn4AMACQAAAACRegEACQAAA4MCAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwC4ANgJxIAAAAmBg8AGgD/////AAAQAAAAwP///7n///8gJwAAmQMAAAsAAAAmBg8ADABNYXRoVHlwZQAA0AAVAAAA+wKg/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIcEAAAALQEAAAgAAAAyCkACnCYBAAAAKQAIAAAAMgpAAhgjAQAAACgACAAAADIKQAJEIQEAAAApAAgAAAAyCkACECABAAAAKAAIAAAAMgpAAtkdAgAAACldCAAAADIKQAJVGgEAAAAoAAgAAAAyCkACrxgCAAAAKSwIAAAAMgpAAnsXAQAAACgACAAAADIKQAJHFgEAAABbAAgAAAAyCkACahQCAAAAfV0IAAAAMgpAArISAQAAAHsACAAAADIKQAKhDwEAAAApAAgAAAAyCkACbQ4BAAAAKAAJAAAAMgpAAhwMAwAAAH1dWwAIAAAAMgpAAmQKAQAAAHsACAAAADIKQAJTBwEAAAApAAgAAAAyCkACzwMBAAAAKAAIAAAAMgpAApsCAQAAAFsAFQAAAPsCoP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACHBAAAAC0BAQAEAAAA8AEAAAgAAAAyCkACmiUBAAAAbQAIAAAAMgpAApcjAQAAAG4ACAAAADIKQALDIQIAAABkeAgAAAAyCkACjyABAAAAbgAIAAAAMgpAArseAgAAAGR4CAAAADIKQALXHAEAAABtAAgAAAAyCkAC1BoBAAAAbgAIAAAAMgpAArAZAQAAAHgACAAAADIKQAL6FwEAAABuAAgAAAAyCkAC1hYBAAAAeAAIAAAAMgpAAqgVAQAAAGYACAAAADIKQAJtEwEAAABYAAgAAAAyCkACbREBAAAATQAIAAAAMgpAAuwOAQAAAG4ACAAAADIKQALIDQEAAAB4AAgAAAAyCkACHwsBAAAAWAAIAAAAMgpAAh8JAQAAAE0ACAAAADIKQAJRBgEAAABtAAgAAAAyCkACTgQBAAAAbgAIAAAAMgpAAioDAQAAAHgAEAAAAPsCoP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEAAAQAAADwAQEACAAAADIKQAKQJAEAAAAtAAgAAAAyCkACzRsBAAAALQAIAAAAMgpAAl4QAQAAAC0ACAAAADIKQAIQCAEAAAAtAAgAAAAyCkACRwUBAAAALQAQAAAA+wJA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQEABAAAAPABAAAIAAAAMgqeAgkCAQAAAPIACAAAADIKngJ6AAEAAADyABAAAAD7AkD/AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAAAEAAAA8AEBAAgAAAAyCtkAzQECAAAAK6UIAAAAMgqIAzcCAQAAAKUACAAAADIKiAPMAQEAAAAtAAgAAAAyCtkAPgACAAAAK6UIAAAAMgqIA6gAAQAAAKUACAAAADIKiAM9AAEAAAAtAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEBAAQAAADwAQAAAwAAAAAA)*

где *M{X}* – математическое ожидание случайного дискретного во времени процесса *X(n)*.

Наибольшее распространение в природе и технике получили так называемые *гауссовские случайные процессы* – многомерная плотность распределения вероятности, которых описывается гауссовским законом. Далее рассмотрим математические модели гауссовских случайных процессов с различными функциями корреляции.

## 2.2. МОДЕЛИРОВАНИЕ ГАУССОВСКИХ СЛУЧАЙНЫХ

## ПРОЦЕССОВ С РАЗЛИЧНЫМИ ФУНКЦИЯМИ

## КОРРЕЛЯЦИИ

**1) с корреляционной функцией вида** *R(m) = Dexp(-am).*

Здесь *D* – дисперсия процесса, а *а* – определяет корреляцию (статистическую зависимость) соседних чисел (считаем *а*>0).

Для моделирования гауссовского случайного процесса с экспоненциальной функцией корреляции используется следующий алгоритм:

*x(n) = k1e(n) + k2e(n -1),*

*k1 = ![](data:image/x-wmf;base64,183GmgAAAAAAAMAGgAIACQAAAABRWgEACQAAA10BAAAEABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCgALABhIAAAAmBg8AGgD/////AAAQAAAAwP///8D///+ABgAAQAIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUApMBSAAFAAAAEwJ5AXQACQAAAPoCAAAgAAAAAAAAACIABAAAAC0BAQAFAAAAFAKBAXQABQAAABMCKAK0AAQAAAAtAQAABQAAABQCKAK8AAUAAAATAkgAEwEFAAAAFAJIABMBBQAAABMCSABsBhUAAAD7AqD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAhwQAAAAtAQIACAAAADIKwAHkBQEAAAApAAgAAAAyCsABPAIBAAAAKAAVAAAA+wJA/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIcEAAAALQEDAAQAAADwAQIACAAAADIKIgFcBQEAAAAyAAgAAAAyChgCPQUBAAAAMgAVAAAA+wKg/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIcEAAAALQECAAQAAADwAQMACAAAADIKwAGXBAEAAABrAAgAAAAyCsABqgIBAAAAMQAIAAAAMgrAATQBAQAAAEQAEAAAAPsCoP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEDAAQAAADwAQIACAAAADIKwAGNAwEAAAAtAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQECAAQAAADwAQMAAwAAAAAA), k2 = exp(-a).*

где *e(n)* – значения дискретного белого гауссовского шума с нулевым математическим ожиданием и единичной дисперсией. Параметрами модели в данном случае являются дисперсия выходного моделируемого процесса *D* и параметр *а*, который определяет статистическую связь соседних случайных отсчетов.

Как правило, на практике исходным параметром является нормированный коэффициент корреляции

ρ(1) = R(1)/D = exp(-a) (3)

который определяет нормированную корреляцию соседних отсчетов случайного процесса и практически задается из интервала от 0.9 до 0.9999. Когда этот коэффициент равен 1, то все значения случайного процесса становятся одинаковыми, а когда этот коэффициент стремится к 0, то получается рассмотренная ранее модель - дискретный белый гауссовский шум.

**Программа 1 (исходный файл lect2\_1.cpp, выполняемый файл lect2\_1.exe )**

На следующем фрагменте приведена программа моделирования реализации случайного процесса с экспоненциальной функцией корреляции:

#define N 500

#include "model.h"

#include <math.h>

float D = 1, a = 0.15;

float x[N];

void main(void)

{ float e, k1, k2; int n;

k2 = exp( - a );

k1 = sqrt( D\*( 1. - k2\* k2 ));

x[0] = gauss(0, D);

for(n =1; n <N; n++)

{ e = gauss(0, 1);

x[n] = k1\* e + k2\* x[n-1];

}

Init\_graph();

graf\_1("exp\_korration ", x, 0, N-1);

Close\_graph();

}

**2) с корреляционной функцией вида** *R(m) = Dexp(-a2m2).*

Здесь, как и раньше, *D* – дисперсия процесса, а *а* – определяет корреляцию (статистическую зависимость) соседних чисел.

Последовательность этапов моделирования следующая:

1. Необходимо получить реализацию дискретного белого шума длительностью *N* (где *N* достаточно большое – порядка 1000 и более отсчетов) с нулевым математическим ожиданием и единичной дисперсией. Для получения данной реализации необходимо *N* раз обратиться к датчику, выдающему независимые случайные числа, распределенные по гауссовскому закону. Эту реализацию в дальнейшем будем обозначать *e(n)*.
2. Далее выполняем следующее преобразование:

*x(n) = ![](data:image/x-wmf;base64,183GmgAAAAAAACAJwAMACQAAAADxVAEACQAAA4cBAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCwAMgCRIAAAAmBg8AGgD/////AAAQAAAAwP///7z////gCAAAfAMAAAsAAAAmBg8ADABNYXRoVHlwZQAA0AAQAAAA+wJA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQAACAAAADIKWAKFAAEAAADlABAAAAD7AkD/AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAQAEAAAA8AEAAAgAAAAyCkIDFAEBAAAALQAIAAAAMgpCA6YAAQAAAD0AEAAAAPsCoP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEAAAQAAADwAQEACAAAADIKIAKwBgEAAAAtABUAAAD7AkD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAhwQAAAAtAQEABAAAAPABAAAIAAAAMgrWAP4AAQAAAHAACAAAADIKQgOnAQEAAABwAAgAAAAyCkIDPQABAAAAawAVAAAA+wKg/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIcEAAAALQEAAAQAAADwAQEACAAAADIKIAK6BwEAAABrAAgAAAAyCiACtwUBAAAAbgAIAAAAMgogApkEAQAAAGUACAAAADIKIAJlAwEAAABrAAgAAAAyCiAC5AEBAAAAQwAVAAAA+wKg/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIcEAAAALQEBAAQAAADwAQAACAAAADIKIAJ1CAEAAAApAAgAAAAyCiACOAUBAAAAKAAIAAAAMgogAiAEAQAAACkACAAAADIKIALmAgEAAAAoAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEAAAQAAADwAQEAAwAAAAAA),*

где *С(k) = ![](data:image/x-wmf;base64,183GmgAAAAAAAEAEIAQBCQAAAABwXgEACQAAA1oBAAAEABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCIARABBIAAAAmBg8AGgD/////AAAQAAAAwP///7////8ABAAA3wMAAAsAAAAmBg8ADABNYXRoVHlwZQAA0AAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAk0BaAAFAAAAEwIzAZQACQAAAPoCAAAgAAAAAAAAACIABAAAAC0BAQAFAAAAFAI7AZQABQAAABMCswHUAAQAAAAtAQAABQAAABQCswHcAAUAAAATAkkAMwEFAAAAFAJJADMBBQAAABMCSQDWAwUAAAAUAmEDOQEFAAAAEwJHA2UBBAAAAC0BAQAFAAAAFAJPA2UBBQAAABMCxwOlAQQAAAAtAQAABQAAABQCxwOtAQUAAAATAl0CBAIFAAAAFAJdAgQCBQAAABMCXQIGAwUAAAAUAigCQAAFAAAAEwIoAvYDFQAAAPsCQP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACqBAAAAC0BAgAIAAAAMgoeAysBAQAAADQAFQAAAPsCoP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACqBAAAAC0BAwAEAAAA8AECAAgAAAAyCp4BDwICAAAARGEIAAAAMgqeAUoBAQAAADIAEAAAAPsCoP4AAAAAAACQAQEAAAIAAgAQU3ltYm9sAAIEAAAALQECAAQAAADwAQMACAAAADIKsgP/AQEAAABwAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEDAAQAAADwAQIAAwAAAAAA) exp(-2a2k2).*

1. Здесь неопределенным остается предел суммирования *Р*, и для его определения может служить рекомендация:
2. *Р* = целая часть от деления 2 на *а*
3. (*а<1* – иначе моделирование не имело бы смысла). После этого в получившейся реализации необходимо отбросить первые и последние *Р* отсчетов и оставить только *N-2P* отсчетов. Дело в том, что стационарным фрагментом моделируемого случайного процесса (с постоянной дисперсией) является именно центральная часть. Таким образом, длительность реализации равна *N = N-2P*.

**3) с корреляционной функцией вида** *R(m) = Dsin(am)/(am).*

Здесь, как и раньше, *D* - дисперсия процесса, а *а*-определяет корреляцию (статистическую зависимость) соседних чисел.

Последовательность этапов моделирования следующая:

1. Необходимо получить реализацию дискретного белого шума длительностью *N* (где *N* достаточно большое - порядка 1000 и более отсчетов) с нулевым математическим ожиданием и единичной дисперсией. Для получения данной реализации необходимо *N* раз обратиться к датчику, выдающему независимые случайные числа, распределенные по гауссовскому закону. Эту реализацию в дальнейшем будем обозначать *e(n)*.
2. Далее выполняем следующее преобразование:

*x(n) = ![](data:image/x-wmf;base64,183GmgAAAAAAACAJwAMACQAAAADxVAEACQAAA4cBAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCwAMgCRIAAAAmBg8AGgD/////AAAQAAAAwP///7z////gCAAAfAMAAAsAAAAmBg8ADABNYXRoVHlwZQAA0AAQAAAA+wJA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQAACAAAADIKWAKFAAEAAADlABAAAAD7AkD/AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAQAEAAAA8AEAAAgAAAAyCkIDFAEBAAAALQAIAAAAMgpCA6YAAQAAAD0AEAAAAPsCoP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEAAAQAAADwAQEACAAAADIKIAKwBgEAAAAtABUAAAD7AkD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAhwQAAAAtAQEABAAAAPABAAAIAAAAMgrWAP4AAQAAAHAACAAAADIKQgOnAQEAAABwAAgAAAAyCkIDPQABAAAAawAVAAAA+wKg/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIcEAAAALQEAAAQAAADwAQEACAAAADIKIAK6BwEAAABrAAgAAAAyCiACtwUBAAAAbgAIAAAAMgogApkEAQAAAGUACAAAADIKIAJlAwEAAABrAAgAAAAyCiAC5AEBAAAAQwAVAAAA+wKg/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIcEAAAALQEBAAQAAADwAQAACAAAADIKIAJ1CAEAAAApAAgAAAAyCiACOAUBAAAAKAAIAAAAMgogAiAEAQAAACkACAAAADIKIALmAgEAAAAoAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEAAAQAAADwAQEAAwAAAAAA),*

где *С(k) = ![](data:image/x-wmf;base64,183GmgAAAAAAAEADIAQACQAAAABxWQEACQAAAzUBAAAEABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCIARAAxIAAAAmBg8AGgD/////AAAQAAAAwP///7////8AAwAA3wMAAAsAAAAmBg8ADABNYXRoVHlwZQAA0AAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAkoBoAAFAAAAEwIwAcwACQAAAPoCAAAgAAAAAAAAACIABAAAAC0BAQAFAAAAFAI4AcwABQAAABMCrgEMAQQAAAAtAQAABQAAABQCrgEUAQUAAAATAkkAawEFAAAAFAJJAGsBBQAAABMCSQCjAgUAAAAUAmEDaAAFAAAAEwJHA5QABAAAAC0BAQAFAAAAFAJPA5QABQAAABMCxwPUAAQAAAAtAQAABQAAABQCxwPcAAUAAAATAl0CMwEFAAAAFAJdAjMBBQAAABMCXQI1AgUAAAAUAigCQAAFAAAAEwIoAvoCFQAAAPsCoP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACBBAAAAC0BAgAIAAAAMgqyAzACAQAAAGEACAAAADIKngGMAQEAAABEABAAAAD7AqD+AAAAAAAAkAEBAAACAAIAEFN5bWJvbAACBAAAAC0BAwAEAAAA8AECAAgAAAAyCrIDLgEBAAAAcAAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAgAEAAAA8AEDAAMAAAAAAA==)sin(ak)/k.*

1. Здесь неизвестным остается предел суммирования *Р*, для его определения может служить знакомая рекомендация:
2. *Р* = целая часть от деления 2 на *а* (*а<1*).
3. В получившейся реализации необходимо отбросить первые и последние *Р* отсчетов.

Таким образом, длительность реализации стационарного процесса с требуемой функцией корреляции равна *N=N-2P*.

**4) с треугольной корреляционной функцией**

В рассматриваемом случае функция корреляции описывается формулой:

*R(m) = D![](data:image/x-wmf;base64,183GmgAAAAAAAGAFgAQBCQAAAADwXwEACQAAAygBAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCgARgBRIAAAAmBg8AGgD/////AAAQAAAAwP///6////8gBQAALwQAAAsAAAAmBg8ADABNYXRoVHlwZQAA8AAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAnEA6wIFAAAAEwIbAusCBQAAABQCcQAtBAUAAAATAhsCLQQFAAAAFAJIAsMCBQAAABMCSAJjBBAAAAD7AqD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAQAIAAAAMgpDA48EAQAAAPcACAAAADIKdgKPBAEAAAD3AAgAAAAyCiQEjwQBAAAA+AAIAAAAMgqVAY8EAQAAAPYACAAAADIKQwMwAAEAAADnAAgAAAAyCnYCMAABAAAA5wAIAAAAMgokBDAAAQAAAOgACAAAADIKlQEwAAEAAADmAAgAAAAyCqACtAEBAAAALQAVAAAA+wKg/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIcEAAAALQECAAQAAADwAQEACAAAADIKtwPsAgEAAABNAAgAAAAyCp4BGAMBAAAAbQAIAAAAMgqgAtAAAQAAADEACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQEABAAAAPABAgADAAAAAAA=),*

где *–M ≤ m ≤ M*, *M* определяет протяженность корреляционной функции, *D* - дисперсия случайного процесса. При других *m R(m) = 0*.

Алгоритм моделирования реализации гауссовского случайного процесса с рассматриваемой корреляционной функцией заключается в следующем:

1. Необходимо получить реализацию дискретного белого гауссовского шума длительностью *N* (где *N* достаточно большое – порядка 1000 и более отсчетов) с нулевым математическим ожиданием и единичной дисперсией. Для получения данной реализации необходимо *N* раз обратиться к датчику, выдающему независимые случайные числа, распределенные по гауссовскому закону. Эту реализацию в дальнейшем будем обозначать *e(n)*.
2. Выполнить преобразование исходной последовательности *e(n)* следующим образом:

x(n) = ![](data:image/x-wmf;base64,183GmgAAAAAAAOAJgAQBCQAAAABwUwEACQAAA7IBAAAEABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCgATgCRIAAAAmBg8AGgD/////AAAQAAAAwP///6v///+gCQAAKwQAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAmACRAEFAAAAEwJgAs0CBQAAABQCuwJIAAUAAAATAp8CeQAJAAAA+gIAACAAAAAAAAAAIgAEAAAALQEBAAUAAAAUAqcCeQAFAAAAEwL/A8AABAAAAC0BAAAFAAAAFAL/A8gABQAAABMCXQAmAQUAAAAUAl0AJgEFAAAAEwJdAO0CEAAAAPsCwP0AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQECAAgAAAAyChkDEwMBAAAA5QAQAAAA+wIg/wAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQMABAAAAPABAgAIAAAAMgo6AeYDAQAAAC0ACAAAADIKLwSqAwEAAAA9ABAAAAD7AoD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAgAEAAAA8AEDAAgAAAAyCsACKAcBAAAALQAVAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIcEAAAALQEDAAQAAADwAQIACAAAADIKOgFbBAEAAAAxAAgAAAAyCjoBCAMBAAAATQAIAAAAMgovBDQEAQAAADAACAAAADIKLwQfAwEAAABrABUAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAhwQAAAAtAQIABAAAAPABAwAIAAAAMgrAAhMJAQAAACkACAAAADIKwAJBCAEAAABrAAgAAAAyCsACFAYBAAAAbgAIAAAAMgrAAooFAQAAACgACAAAADIKwALdBAEAAABlAAgAAAAyCu8DXgEBAAAATQAIAAAAMgrLAYIBAQAAAEQACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQMABAAAAPABAgADAAAAAAA=)

1. После этого необходимо отбросить первые *M-1* отсчеты случайного процесса *x(n)*. Оставшиеся *N-M+1* представляют реализацию стационарного случайного процесса с требуемыми корреляционными свойствами.

## 2.3. ОЦЕНКА КОРРЕЛЯЦИОННОЙ ФУНКЦИИ

## ПО РЕАЛИЗАЦИИ СЛУЧАЙНОГО ПРОЦЕССА

В результате моделирования (по любому алгоритму) мы получили реализацию из *N* отчетов. Для того чтобы убедиться в правильности использованного алгоритма воспользуемся оценкой корреляционной функции по следующей формуле (в которой учитывается нулевое математическое ожидание):

*![](data:image/x-wmf;base64,183GmgAAAAAAAGADQAIBCQAAAAAwXwEACQAAA8oAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCQAJgAxIAAAAmBg8AGgD/////AAAQAAAAwP///63///8gAwAA7QEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAVAAAA+wKg/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIcEAAAALQEAAAgAAAAyCqABtgIBAAAAKQAIAAAAMgqgATUBAQAAACgACAAAADIKxgBpAAEAAAB+ABUAAAD7AqD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAhwQAAAAtAQEABAAAAPABAAAIAAAAMgqgAbQBAQAAAG0ACAAAADIKoAFFAAEAAABSAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEAAAQAAADwAQEAAwAAAAAA) = ![](data:image/x-wmf;base64,183GmgAAAAAAAGANwAMBCQAAAACwUAEACQAAA9YBAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCwANgDRIAAAAmBg8AGgD/////AAAQAAAAwP///6////8gDQAAbwMAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAugBQAAFAAAAEwLoAd0DEAAAAPsCQP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAgAAAAyCngCowQBAAAA5QAQAAAA+wJA/wAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQIABAAAAPABAQAIAAAAMgr/ALUFAQAAAC0ACAAAADIK/wC4BAEAAAAtAAgAAAAyCmIDEAUBAAAAPQAQAAAA+wKg/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQEABAAAAPABAgAIAAAAMgpAAqIKAQAAACsACAAAADIKVwPCAQEAAAAtABUAAAD7AkD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAApgQAAAAtAQIABAAAAPABAQAIAAAAMgr/ABoGAQAAADEACAAAADIK/wAmBQEAAABtAAgAAAAyCv8AHwQBAAAATgAIAAAAMgpiA3UFAQAAADAACAAAADIKYgOrBAEAAABuABUAAAD7AqD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAApgQAAAAtAQEABAAAAPABAgAIAAAAMgpAArILAQAAAG0ACAAAADIKQAKpCQEAAABuAAgAAAAyCkAChQgBAAAAeAAIAAAAMgpAAkEHAQAAAG4ACAAAADIKQAIdBgEAAAB4AAgAAAAyClcDzAIBAAAAbQAIAAAAMgpXA2sAAQAAAE4ACAAAADIKXgG8AQEAAAAxABUAAAD7AqD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAApgQAAAAtAQIABAAAAPABAQAIAAAAMgpAArQMAQAAACkACAAAADIKQAIqCQEAAAAoAAgAAAAyCkAC9gcBAAAAKQAIAAAAMgpAAsIGAQAAACgACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQEABAAAAPABAgADAAAAAAA=)*, при *m ≥ 0*. (4)

Для отрицательных *m* можно воспользоваться симметричностью корреляционной функции.

На следующем фрагменте приведена программа моделирования реализации дискретного гауссовского шума с функцией корреляции вида *R(m) = Dsin(am)/(am).*

В программе, используя соотношение (4), по получившейся реализации производится оценка корреляционной функции.

**Программа 2 (исходный файл lect2\_2.cpp, выполняемый файл lect2\_2.exe)**

#define N 3000

#include "model.h"

#include <math.h>

float D = 1, a = 0.1;

float x[N],e[N];

float r[500]; // массив для оценки корреляционной функции

int N\_realiz ; // длительность реализации стационарного

// фрагмента получившегося случайного процесса

main()

{

float c[500], aa;

int n, P, m, k;

for(n = 0; n < N; n++)

e[n] = gauss(0, 1);

P = 2. / a ;

for( k=0; k<= P ; k++)

{ if (k!= 0)

c[k]= sqrt(D)/sqrt(PI\*a) \*sin (a\*k )/k ;

else c[k] = sqrt( D )/sqrt(PI\*a )\* a;

}

for (n = 0; n < N; n++)

{ x[n] = 0.0;

for(k= -P; k <= P; k++)

{

if(k < 0) aa = c[-k];

else aa = c[k];

if(((n-k)>= 0) && ((n - k) < N ))

x[n] = aa \* e[n-k] + x[n];

}

}

for(n=0; n < ( N - 2\*P); n++)

x[n] = x[n + P];

N\_realiz = N - 2\*P;

for(m=0; m<500; m++)

{ r[m] = 0.0;

for (n = 0; n <(N\_realiz -m-1); n++)

r[m]=r[m]+1./(N\_realiz-m)\*x[n] \*x[n+m];

}

Init\_graph();

graf\_1("realizasia random process ",x, 0, 499);

graf\_1("function korration sin x / x ", r, 0, 499);

Close\_graph();

}

## 2.4. ЗАДАНИЯ ПО ЛАБОРАТОРНОЙ РАБОТЕ

1. Разработать программу моделирования гауссовского случайного процесса с экспоненциальной функцией корреляции. Параметры процесса выбрать следующими: математическое ожидание равно 2, дисперсия равна 5, а коэффициент корреляции соседних отсчетов процесса равен *р(1)* = 0.95. Программа должна вывести на экран реализацию процесса. Также программа должна вывести на экран оценку (по экспериментальным данным) корреляционной функции по реализации процесса.
2. Разработать программу моделирования гауссовского случайного процесса с функцией корреляции *R(m) = Dexp(-a2m2).* Параметр *D* процесса выбрать равным 5, а параметр *а* = 0.01. Программа должна вывести на экран реализацию процесса. Также программа должна вывести на экран оценку (по экспериментальным данным) корреляционной функции по реализации процесса.

Смоделировать случайный процесс, который является результатом прохождения гауссовского случайного процесса с нулевым математическим ожиданием и функцией корреляции *R(m)=Dexp(-a2m2)* через линейную систему *Y(n) = -9X(n) + bX(n-1)* (рис.1). Параметр *D* выбрать равным 5, *a* = 0.02.

Выбрать коэффициент *b*, исходя из требования, чтобы дисперсия случайного процесса на выходе была минимальна. Программа должна вывести на экран реализацию процесса *Y[n]*. Также программа должна вывести на экран оценку (по экспериментальным данным) корреляционной функции процесса *Y[n]*.

Запаздывание на 1 такт

*X(n)*

-9 Сумматор b

*Y(n)*

Рис. 1

1. Смоделировать случайный процесс, который является результатом прохождения дискретного гауссовского случайного процесса с нулевым математическим ожиданием и экспоненциальной функцией корреляции *R(m)=Dexp(-a| m|)*через линейную систему *Y(n) = X(n) - bX(n-1)* (рис.2). Параметр *D* выбрать равным 7, а параметр *а* выбрать равным 0.05.

Запаздывание на 1 такт

*X(n)*

1 Сумматор -b

*Y(n)*

Рис. 2

Выбрать коэффициент *b*, исходя из требования, чтобы дисперсия случайного процесса на выходе была минимальна. Программа должна вывести на экран реализацию процесса *Y[n]*. Также программа должна вывести на экран оценку (по экспериментальным данным) корреляционной функции процесса *Y[n]*.

1. Смоделировать случайный процесс, который является результатом прохождения дисретного гауссовского случайного процесса с нулевым математическим ожиданием и функцией корреляции *R(m)=Dsin(am)/(am)* через линейную систему Y(n) = 2X(n) + bX(n-1) (рис.3). Параметр *а* выбрать равным 0.05.

Запаздывание на 1 такт

*X(n)*

2 Сумматор b

*Y(n)*

Рис. 3

Выбрать коэффициент *b*, исходя из требования, чтобы дисперсия случайного процесса на выходе была минимальна. Программа должна вывести на экран реализацию процесса *Y[n]*. Также программа должна вывести на экран оценку (по экспериментальным данным) корреляционной функции процесса *Y[n]*.

1. Разработать программу моделирования гауссовского случайного процесса с функцией корреляции вида (3). Параметр *D* процесса выбрать равным 5, а коэффициент корреляции выбрать равным *ρ(1) =0.98*. Программа должна вывести на экран реализацию процесса. Также программа должна вывести на экран оценку (по экспериментальным данным) корреляционной функции.
2. Разработать программу моделирования гауссовского случайного процесса с функцией корреляции вида (3). Параметр *D* процесса выбрать равным 5, а параметр *M* = 100. Программа должна вывести на экран реализацию процесса. Также программа должна вывести на экран оценку (по экспериментальным данным) корреляционной функции.

## КОНТРОЛЬНЫЕ ЗАДАНИЯ

1. Считаем, что *X(n)* – дискретный случайный процесс с нулевым математическим ожиданием и дисперсией равной 5. Соседние значения данного процесса статистически независимы (значения случайного процесса в различные моменты *n* и *m*). Случайный процесс *Y(n)* получается путем следующего преобразования процесса *X(n)*:

*Y(n)=2X(n)+5X(n-1).*

Вычислить и построить корреляционную функцию процесса *X(n)* и корреляционную функцию процесса *Y(n)*.

1. Считаем, что *X(n)* – дискретный случайный процесс с нулевым математическим ожиданием и дисперсией равной 7. Соседние значения данного процесса статистически независимы (значения случайного процесса в различные моменты *n* и *m*). Случайный процесс *Y(n)* получается путем следующего преобразования процесса *X(n)*:

*Y(n)=X(n) - 2X(n-1)+X(n-2).*

Вычислить и построить корреляционную функцию процесса *X(n)* и корреляционную функцию процесса *Y(n)*.

1. Считаем, что *X(n)* – дискретный случайный процесс с нулевым математическим ожиданием и дисперсией равной 5. Соседние значения данного процесса статистически независимы (значения случайного процесса в различные моменты *n* и *m*). Случайный процесс *Y(n)* получается путем следующего преобразования процесса *X(n)*:

*Y(n)=2X(n)-3X(n-1)+6X(n-2).*

Вычислить и построить корреляционную функцию процесса *X(n)* и корреляционную функцию процесса *Y(n)*.

1. Считаем, что *X(n)* – дискретный случайный процесс с нулевым математическим ожиданием и дисперсией равной 5. Соседние значения данного процесса статистически независимы (т.е. значения случайного процесса в различные моменты n и *m*, где *n* не равно *m*). Случайный процесс *Y(n)* получается путем следующего преобразования процесса *X(n)*:

*Y(n)=2X(n)+bX(n-1).*

При каком значении *b* дисперсия выходного процесса *Y(n)* будет минимальной? Вычислить и построить корреляционную функцию процесса *X(n)* и корреляционную функцию процесса *Y(n)* для вычисленного параметра *b*.

1. Случайный процесс *Y(n)* является результатом прохождения дискретного гауссовского случайного процесса *X(n)* с нулевым математическим ожиданием и экспоненциальной функцией корреляции *R(m)=10exp(-0.05| m|)*через линейную систему:

*Y(n)=4X(n)-2bX(n-1).*

Выбрать коэффициент *b*, исходя из требования, чтобы дисперсия случайного процесса *Y(n)* была минимальна.

1. Случайный процесс *Y(n)* является результатом прохождения гауссовского случайного процесса *X(n)* с нулевым математическим ожиданием и функцией корреляции R(m) = 10exp(-0.02m2) через линейную систему:

*Y(n)=5X(n)+3aX(n-1).*

Выбрать коэффициент *a*, исходя из требования, чтобы дисперсия случайного процесса *Y(n)* была минимальна.

1. Случайный процесс *Y(n)* является результатом прохождения гауссовского случайного процесса *X(n)* с нулевым математическим ожиданием и функцией корреляции (3) с параметром *M=*50 через линейную систему

*Y(n)=X(n)+7aX(n-1).*

Выбрать коэффициент *a*, исходя из требования, чтобы дисперсия случайного процесса *Y(n)* была минимальна.
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**ЛАБОРАТОРНАЯ РАБОТА № 3**

**«МАТЕМАТИЧЕСКОЕ МОДЕЛИРОВАНИЕ ЛИНЕЙНЫХ СИСТЕМ»**

# 1. Цель работы:

Изучение основных методов построения моделей линейных систем на базе интеграла свертки. На основе приведенных примеров реализации программных датчиков в среде Borland С++, выполняется построение моделирующих программ для исследования линейных систем.

**2. Теоретический материал для изучения**

# ВВЕДЕНИЕ

В предыдущих лабораторных работах [1, 2] мы рассматривали построение моделей случайных входных воздействий. В данной лабораторной работе мы перейдем к построению моделей линейных систем, основанных на интеграле свертки (интеграл Дюамеля). В качестве входных воздействий будут использованы практические результаты предыдущих работ. Одна из основных задач, возникающих при построении цифровых моделей непрерывных систем, - это выбор шага дискретизации. Именно этот вопрос мы будем рассматривать для двух основных случаев: когда ширина спектра входного воздействия много больше полосы пропускания системы, и когда ширина спектра входного воздействия соизмерима с шириной полосы пропускания.

**2.1. ВИДЫ АППРОКСИМАЦИИ НЕПРЕРЫВНЫХ ФУНКЦИЙ**

Большинство реальных процессов характеризуется непрерывным временем и непрерывными значениями самих процессов. В этом случае для моделирования на вычислительной технике непрерывную функцию времени необходимо преобразовать в дискретную, что называется аппроксимацией непрерывной функции. Наиболее известные виды аппроксимации показаны на рис.1, *а*, *б*, *в*.

Так, например,

на рис.1, *а*: *e1(t)= e(mT)* при mT ≤ t ≤ (m+1)T;

на рис.1, *б*: *e2(t)=[e((m+1)T)+e(mT)]/2* при mT ≤ t ≤ (m+1)T;

на рис.1, *в*: *e2(t)=e(mT)+[e((m+1)T)-e(mT)]y/T* при mT≤ t≤(m+1)T, 0 ≤ y ≤ T;
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Таким образом, исходное непрерывное воздействие на систему заменяется другим (приближенным). Очевидно, что чем меньше шаг дискретизации и точнее аппроксимация, тем ближе реальный процесс на выходе системы и моделируемый процесс. Наиболее интересный вопрос здесь связан с выбором шага дискретизации. Известно, что полностью характеризовать линейную систему можно с помощью импульсной характеристики *k(t)*, которая является реакцией системы на дельта-функцию δ(t). Другой способ описания системы – это частотная характеристика, которая представляет собой зависимость комплексной амплитуды отклика системы от частоты гармонического входного воздействия.

Рассмотрим ситуацию, когда входным воздействием является случайный процесс. Это связано с тем, что случайный процесс наиболее полно характеризует различные, возможные воздействия, в том числе и разнообразные детерминированные.

Здесь возможны две ситуации:

1) полоса частот входного процесса (ширина спектральной плотности мощности случайного процесса) намного шире полосы частот пропускания системы;

2) полоса частот входного процесса (ширина спектральной плотности мощности случайного процесса) соизмерима с полосой пропускания частот системы.

Для аналитического исследования систем, относящихся к первому пункту, широко используется модель под названием *белый шум*. В этом случае случайный процесс имеет равномерную спектральную плотность мощности на всем частотном интервале (-∞; +∞). Для цифрового моделирования существует другая модель – *дискретный белый шум*. Дадим более точное определение дискретного белого шума: это последовательность прямоугольных импульсов, при этом амплитуда каждого импульса представляет случайное число с нулевым математическим ожиданием. На рис. 2 показана реализация такой модели.

Спектральная плотность мощности такой модели аналитически записывается следующим образом:

*x(t)*

*t*

Рис. 2

G(ω) = DT[sin(ωT/2)/ (ωT/2)]2 (1)

Рассмотрим процесс перехода от модели белого шума к дискретному белому шуму.

*G0(ω),G1(ω)*

*ω*

Рис. 3

*ωсист*

*G0(ω) –* спектральная плотность белого шума

*G1(ω) –* спектральная плотность дискретного белого шума

Любая система имеет ту или иную граничную частоту ωсист, которая ограничивает частоты, проходящие на выход системы. Очевидно, что для того, чтобы на интервале частот от 0 до ωсист можно было заменить (рис.3) равномерную спектральную плотность функцией G(ω), она должна незначительно отличаться от G0(ω) на интервале от 0 до ωсист:

ε = [G0 - G(ω)]/G0.

Как правило, приемлемая точность соответствует ε = 0.01, …, 0.05 для ω = ωсист. Разлагая функцию (1) в ряд, получим условие для выбора шага дискретизации:

T ≤ ![](data:image/x-wmf;base64,183GmgAAAAAAAOADoAQBCQAAAABQWQEACQAAAysBAAAEABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCoATgAxIAAAAmBg8AGgD/////AAAQAAAAwP///6v///+gAwAASwQAAAsAAAAmBg8ADABNYXRoVHlwZQAA8AAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAnMBaAAFAAAAEwJXAZkACQAAAPoCAAAgAAAAAAAAACIABAAAAC0BAQAFAAAAFAJfAZkABQAAABMC4QHgAAQAAAAtAQAABQAAABQC4QHoAAUAAAATAl0ARgEFAAAAFAJdAEYBBQAAABMCXQBuAwUAAAAUAmACQAAFAAAAEwJgAo4DFQAAAPsCIP8AAAAAAACQAQAAAMwEAgAQVGltZXMgTmV3IFJvbWFuAMyHBAAAAC0BAgAJAAAAMgpPBIYBBAAAAPHo8fIVAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIcEAAAALQEDAAQAAADwAQIACAAAADIKywE0AQIAAAAxMhAAAAD7AoD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAgAEAAAA8AEDAAgAAAAyCu8DhQABAAAAdwAIAAAAMgrLAbMCAQAAAGUACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQMABAAAAPABAgADAAAAAAA=). (2)

Далее основная проблема сводится к тому, чтобы определить ωсист. Для этого рекомендуется решить [3] следующее уравнение относительно ωсист при *b = 0.95 - 0.99*:

![](data:image/x-wmf;base64,183GmgAAAAAAAGAUQAUACQAAAAAxTwEACQAAA28CAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCQAVgFBIAAAAmBg8AGgD/////AAAQAAAAwP///6L///8gFAAA4gQAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAEJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAokBbwIFAAAAEwK3A28CBQAAABQCiQEIBwUAAAATArcDCAcFAAAAFAKJAQENBQAAABMCtwMBDQUAAAAUAokBmhEFAAAAEwK3A5oRBQAAABQCXgAcCwUAAAATAuIEqAkQAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQEACAAAADIKTwOEEwEAAAD6AAgAAAAyCqUEhBMBAAAA+wAIAAAAMgrfAYQTAQAAAPkACAAAADIKTwM4CwEAAADqAAgAAAAyCqUEOAsBAAAA6wAIAAAAMgrfATgLAQAAAOkACAAAADIKAAOCEgEAAAB3AAgAAAAyCgADaA8BAAAAdwAIAAAAMgqCBPIIAQAAAPoACAAAADIKMAPyCAEAAAD6AAgAAAAyCsQE8ggBAAAA+wAIAAAAMgrAAfIIAQAAAPkACAAAADIKggRAAAEAAADqAAgAAAAyCjADQAABAAAA6gAIAAAAMgrEBEAAAQAAAOsACAAAADIKwAFAAAEAAADpAAgAAAAyCgAD8AcBAAAAdwAIAAAAMgoAA9YEAQAAAHcAEAAAAPsCwP0AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQECAAQAAADwAQEACAAAADIKigMVDAEAAADyAAgAAAAyCooDgwEBAAAA8gAQAAAA+wIg/wAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQEABAAAAPABAgAIAAAAMgpJAdYLAgAAACulCAAAADIKKQHaAAEAAAB3ABUAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAgQQAAAAtAQIABAAAAPABAQAIAAAAMgqgBCsMAQAAADAACAAAADIKVALxEAEAAAAyAAgAAAAyCqAEmQEBAAAAMAAIAAAAMgpUAl8GAQAAADIAFQAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACBBAAAAC0BAQAEAAAA8AECAAgAAAAyCgADwhEBAAAAZAAIAAAAMgoAA2QQAQAAACkACAAAADIKAAP8DgEAAABqAAgAAAAyCgADTg4BAAAAKAAIAAAAMgoAAy8NAQAAAEgACAAAADIKAAMwBwEAAABkAAgAAAAyCgAD0gUBAAAAKQAIAAAAMgoAA2oEAQAAAGoACAAAADIKAAO8AwEAAAAoAAgAAAAyCgADnQIBAAAASAAVAAAA+wJg/wAAAAAAAJABAAAAzAQCABBUaW1lcyBOZXcgUm9tYW4AzIEEAAAALQECAAQAAADwAQEACQAAADIKYQF7AQQAAADx6PHyCgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQEABAAAAPABAgADAAAAAAA=) = b.

Здесь H(jω) – частотная характеристика.

Реально для большинства (даже несложных систем) нелегко выполнить формальные вычисления для получения ωсист и, в дальнейшем для получения шага дискретизации *Т*. Поэтому рекомендуется приблизительно определить ωсист - максимальную частоту пропускания системы, исходя из частотной характеристики системы, и выбрать приблизительно шаг дискретизации, исходя из условия

T < 1/[2…6ωсист]. (3)

Рассмотрим теперь выбор шага дискретизации при моделировании коррелированных случайных процессов (а именно, вторая ситуация). Как и ранее в качестве входного воздействия рассмотрим случайный процесс. Аппроксимация (см. рис.1) приводит к искажению входного процесса и, следовательно, выходного. За меру качества дискретной модели примем величину [3]

δ = Dош/Dвых.

Здесь Dвых – дисперсия случайного процесса на выходе системы при условии непрерывного воздействия на входе; Dош – дисперсиия случайного процесса, при условии, что входным воздействием является разность между истинным непрерывным входным случайным процессом и аппроксимирующей функцией.

Условие для выбора шага дискретизации [3]
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где Fш = ![](data:image/x-wmf;base64,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).

Здесь *E(ω)* – спектральная плотность мощности входного процесса. Практически вычислить *Fш* достаточно сложно, и здесь также подходит условие (3).

Пример 1. На вход линейной системы с частотной характеристикой, показанной на рис. 4, поступает случайный процесс – белый шум. Необходимо определить шаг дискретизации при действии белого шума на такую систему.

Рис. 4

**|***H(jω)***|**

*+ω0*

1

*-ω0*

Считаем параметр ε = 0.01, а *ωсист = ω0*. Вычисляя по формуле (2), получим *T = 0.35/ω0*.

Пример 2. На вход линейной системы, описанной в примере 1, поступает случайный процесс с равномерной спектральной плотностью мощ -

ности в том же интервале частот. Определить шаг дискретизации при моделировании данной системы.

Считаем δ = 0.01, и, вычисляя по формуле (4), получим *T = 0.35/ω0*.

**2.2. ПРОХОЖДЕНИЕ СИГНАЛОВ И ПОМЕХ ЧЕРЕЗ**

**ЛИНЕЙНЫЕ СИСТЕМЫ**

Существует несколько способов исследования систем. Классические способы связаны с численными методами решения дифференциальных уравнений. Как известно, в общем случае любая линейная система представляется дифференциальным уравнением
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В зависимости от коэффициентов уравнения, описывающего систему, возможны различные ситуации. Если *ai(t)* и *bj(t)* не зависят от времени, то уравнение (и соответственно сама система) называется *стационарным*. В противном случае параметры системы зависят от времени, т.е. система *нестационарная*. Уравнение называется стохастическим, если случайными являются или входное воздействие, или параметры системы. Все численные методы решения дифференциальных уравнений используют пошаговое интегрирование. Эти методы широко представлены в литературе. Рассмотрим практически удобный прием построения модели, а именно, модели в виде интеграла свертки. Как мы знаем (об этом говорилось ранее), основной характеристикой линейных систем является импульсная характеристика *k(t)*, которая представляет реакцию системы на дельта-импульс *δ(t):*

*δ(t) = + ∞,* при *t = 0*,

*δ(t) = 0*, при других *t*.

Интеграл от дельта-функции равен 1, т.е.
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где а – любое число, большее нуля. В этом случае выходная реакция системы *y(t)* и входной сигнал *x(t)* связаны интегралом свертки:
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Как правило, входное воздействие рассматривается, начиная с t = 0. В этом случае интеграл свертки можно записать в виде (отбросив интервал, где входная функция равна нулю)

*y(t)* = ![](data:image/x-wmf;base64,183GmgAAAAAAACAJ4AMBCQAAAADQVAEACQAAA38BAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwC4AMgCRIAAAAmBg8AGgD/////AAAQAAAAwP///7r////gCAAAmgMAAAsAAAAmBg8ADABNYXRoVHlwZQAA0AAQAAAA+wJA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQAACAAAADIKngJAAAEAAADyABAAAAD7AqD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAQAEAAAA8AEAAAgAAAAyCkACOAUBAAAALQAVAAAA+wJA/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AALUEAAAALQEAAAQAAADwAQEACAAAADIK2ABaAAEAAAB0AAgAAAAyCogDRwABAAAAMAAVAAAA+wKg/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AALUEAAAALQEBAAQAAADwAQAACAAAADIKQAJsBwEAAABkAAgAAAAyCkACewQBAAAAdAAIAAAAMgpAAkwDAQAAAGsACAAAADIKQAL+AAEAAAB4ABAAAAD7AqD+AAAAAAAAkAEBAAACAAIAEFN5bWJvbAACBAAAAC0BAAAEAAAA8AEBAAgAAAAyCkACHAgBAAAAdAAIAAAAMgpAAiEGAQAAAHQACAAAADIKQAIBAgEAAAB0ABUAAAD7AqD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAtQQAAAAtAQEABAAAAPABAAAIAAAAMgpAAu0GAQAAACkACAAAADIKQAIHBAEAAAAoAAgAAAAyCkACzQIBAAAAKQAIAAAAMgpAAqMBAQAAACgACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQAABAAAAPABAQADAAAAAAA=) (5)

На рис.5 продемонстрирован эффект интеграла свертки.

Отметим важный момент – для физических реализуемых систем импульсная характеристика равна нулю при *t < 0*. Это свидетельствует о том, что выходная реакция на входное воздействие не может наступить раньше входного воздействия.

Линейная система с импульсной

характеристикой *k(t)*

*x(t)*

*y(t)*

Рис. 5
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Пример 3. Сигнал на входе линейной системы записывается следующим образом:

*s(t) = 4exp(-4t)*, при *t ≥ 0*,

*s(t) = 0*  при *t < 0*.

Линейная система описывается импульсной характеристикой *k(t) = exp(-2t)* при *t ≥ 0*. Вычислим сигнал на выходе системы, используя соотношение (5):
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Пример 4. Сигнал на входе линейной системы записывается следующим образом:

*s(t) = 5,* при *0< t <10*,

*s(t) = 0,* при других значениях *t*.

Импульсная характеристика системы равна *k(t)*. Записать сигнал на выходе системы. Вычислим сигнал на выходе системы по формуле (5):
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Интересное упрощение возможно, когда длительность импульсной характеристики значительно короче длительности входного воздействия (рис.6).
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Рис. 6

В этом случае меняем нижний предел интегрирования:
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**2.3. ДИСКРЕТНАЯ СВЕРТКА**

Очевидно, что если мы заменим непрерывное входное воздействие и непрерывную импульсную характеристику ступенчатыми аппроксимирующими функциями (рис.7), то в итоге получим приближенное вычисление интеграла свертки (5):
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Аналогично преобразуется формула (6):

*y(i) =* ![](data:image/x-wmf;base64,183GmgAAAAAAAMAIwAMBCQAAAAAQVQEACQAAA48BAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCwAPACBIAAAAmBg8AGgD/////AAAQAAAAwP///7P///+ACAAAcwMAAAsAAAAmBg8ADABNYXRoVHlwZQAA0AAQAAAA+wJA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQAACAAAADIKWAJDAAEAAADlABAAAAD7AkD/AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAQAEAAAA8AEAAAgAAAAyCt8AwgABAAAALQAIAAAAMgpCA74AAQAAAD0AEAAAAPsCoP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEAAAQAAADwAQEACAAAADIKIAKIAwEAAAAtABUAAAD7AkD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAqAQAAAAtAQEABAAAAPABAAAIAAAAMgrfACcBAQAAADEACAAAADIK3wBQAAEAAABMAAgAAAAyCkIDIwEBAAAAMAAIAAAAMgpCA1UAAQAAAHAAFQAAAPsCoP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACoBAAAAC0BAAAEAAAA8AEBAAgAAAAyCiACXAcBAAAAcAAIAAAAMgogAvcFAQAAAGsACAAAADIKIAK9BAEAAABwAAgAAAAyCiAC1gIBAAAAaQAIAAAAMgogAr0BAQAAAHgAFQAAAPsCoP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACoBAAAAC0BAQAEAAAA8AEAAAgAAAAyCiACFwgBAAAAKQAIAAAAMgogArIGAQAAACgACAAAADIKIAJ4BQEAAAApAAgAAAAyCiACYgIBAAAAKAAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==).

Задание. Смоделировать прохождение белого шума через линейную систему с импульсной характеристикой, показанной на рис. 8

![Рис.8](data:image/jpeg;base64,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)

Первый вопрос заключается в выборе шага дискретизации. Вычисляя Фурье-преобразование, мы получаем функцию, достаточно быстро стремящуюся к нулю при увеличении частоты *ω*. Выбрав для определенности *ε = 0.01* и *ωсист = 4π/Tимп*, в соответствии с методикой выбора шага дискретизации получим *T = 0.027 Tимп*. Поэтому длительность входного сигнала в шагах дискретизации приблизительно равна 35. В следующей программе моделируется данная ситуация.

**Программа 1 (исходный файл lect3\_1.cpp, выполняемый файл lect3\_1.exe)**

В программе реализован следующий порядок действий:

Синтезируется реализация дискретного белого гауссовского шума. Длину реализации примем равной *N=*500 отсчетов. Для формирования такой реализации необходимо 500 раз обратиться к функции gauss с параметрами: математическое ожидание равно нулю, а дисперсия равна 1.

Производится формирование отсчетов импульсной характеристики.

Вычисляется дискретная свертка входного воздействия и импульсной характеристики.

#define N 500 // Длина входной реализации

#define L 35 // Длительность импульсной характеристики

#include <math.h>

#include <stdlib.h>

#include "model.h"

float x[N], k[L], y[N]; // Массивы для входной реализации, импульсной

// характеристики и выходной реализации

void main(void)

{ int i, p;

for(i=0; i < N; i++) // Формирование реализации дискретного белого гауссовского шума

x[i] = gauss (0.0, 1.0);

for(i=0; i < L; i++) // Формирование импульсной характеристики

k[i] = 0.5;

for(i=0; i < N; i++) // Вычисление интеграла свертки

{

y[i] =0.0; for(p=0; p < L; p++)

{if((i-p)>= 0) y[i] = y[i] + x[i-p] \*k[p]; }

}

Init\_graph(); // Вывод на график

graf\_2("input and output signals", x, y, 0, 499);

Close\_graph();

}

**2.4. МОДЕЛИРОВАНИЕ ОПТИМАЛЬНОЙ ФИЛЬТРАЦИИ.**

В большинстве информационных систем (связи, локации, акустики) приходится принимать решение о присутствии или отсутствии того или иного сигнала на входе. Мешающим фактором при этом является шум. Для решения задачи принятия решения используют оптимальную (или согласованную) фильтрацию. В этом случае отношение сигнал/шум на выходе фильтра является максимально возможным. Импульсная характеристика оптимального фильтра должна быть согласована с сигналом:

*kопт(t) = a s(Tсигн - t),*

где *а* - произвольная константа.

На рис.9 приведен пример треугольного сигнала и оптимального фильтра для него.
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###### Рис. 9

**Программа 2 (исходный файл lect3\_2.cpp, выполняемый файл lect3\_2.exe)**

На следующем фрагменте приведена программа согласованной фильтрации для приведенного ранее сигнала треугольной формы на фоне белого шума. Шаг дискретизации выбран *T = Tсигн /*50 . Во входной реализации присутствуют два сигнала треугольной формы, разнесенных во времени.

#define N 500 // Длительность входной реализации

#define L 50 // Длительность полезного сигнала

#include <math.h>

#include <stdlib.h>

#include "model.h"

float s[L], k[L], x[N], y[N]; // Полезный сигнал, импульсная характеристика,

// входная реализация, выходная реализация

void main(void)

{ int i, p, n;

// Формирование одного полезного сигнала

for(i = 0; i < L; i++)

{ s[i] = 1.0 \* i / L; x[i] = s[i]; }

// Формирование импульсной характеристики

for(i=0; i < L; i++)

k[i] = s[ L - i -1 ];

// Добавление второго полезного сигнала

// к входной реализации

for(i = 2\*L; i < 3\*L; i++)

x[i] = x[i] + s[i - 2 \* L];

// Добавление шума во входную реализацию

for(i=0; i < N; i++)

x[i] = x[i] + gauss (0, 0.5);

// Согласованная фильтрация

for (i =0; i < N; i++)

{ y[i] =0.0 ;

for(p=0; p< L; p++)

{ if( (i-p) >= 0)

y[i] = y[i] +x[i-p] \*k[p]; }

}

Init\_graph();

graf\_2("input and output signal (2) ", x, y, 0, 499);

Close\_graph();

}

**Программа 3 (исходный файл lect3\_3.cpp, выполняемый файл lect3\_3.exe)**

Приведена программа согласованной фильтрации для сигнала, представляющего отрезок функции синус при 0 < *t* < 5. При других значениях *t* этот сигнал равен нулю.

#define N 500 // Длительность входной реализации смеси сигнала с шумом в шагах дискретизации

#define L 250 // Длительность сигнала и импульсной характеристики

// согласованного фильтра в шагах дискретизации

#include <math.h>

#include <stdlib.h>

#include "model.h"

float s[L], k[L], x[N], y[N]; // Массивы для сигнала, импульсной

// характеристики, входной реализации,

// выходной реализации

void main(void)

{ int i,p,n;

// Формирование входного сигнала

for(i = 0; i < L ; i++)

{ s[i] = 0.2 \* sin( 2.0 \* PI \* i /50) ; x[i] = s[i] ; }

// Формирование импульсной характеристики

for(i=0; i < L ; i++)

k[i] = s[L - i -1];

// Добавление шума ко входной реализации

for(i=0; i < N; i++)

x[i] = x[i] +gauss(0, 0.5);

// Согласованная фильтрация

for(i =0; i < N; i++)

{ y[i] =0.0;

for(p=0; p > L; p++)

{ if( (i-p) >= 0) y[i] = y[i] + x[i-p] \*k[p] ; }

}

Init\_graph();

graf\_2("input and output signal (2) ", x, y, 0, 499);

Close\_graph();

}

**2.5. ЗАДАЧА ОБНАРУЖЕНИЯ СИГНАЛА.**

Далее рассмотрена программа, которая моделирует процесс обнаружения сигнала на фоне дискретного белого гауссовского шума. Сигнал представляет зависимость s(t) = 0.2cos(2t) при 0 ≤ t ≤ 1. Шаг дискретизации выберем 0.02 с.

**Программа 4 (исходный файл lect3\_5.cpp, выполняемый файл lect3\_5.exe)**

#define N 50 //Длительность сигнала в шагах дискретизации

#define M 20 // Размер массивов для подсчета вероятности

// ложной тревоги

#define MM 15 // Размер массива для подсчета

// вероятности правильного обнаружения

#include <math.h>

#include <stdio.h>

#include <stdlib.h>

#include "model.h"

float sogl(void); //Описание шаблона функции согласованной фильтрации

float s[N], k[N], x[N]; // Массивы сигнала, импульсной характеристикики

//и их смеси

float porog; // Значение порога обнаружения для вычисления

// вероятности правильного обнаружения

float sym;

float mass\_porog[M]; // Массив порогов

float veroa [ M ]; // Массив для вероятностей ложной тревоги

float d\_prav[ MM]; // Массив для вероятностей правильного обнаружения

void main(void)

{ int i, j, n; long nn;

float disp; // Оценка дисперсии шума на выходе системы

float z, A;

// Формирование полезного сигнала

for(i=0; i < N; i++)

s[i] = cos( 2.\*PI\*i/N );

// Формирование импульсной характеристики

// согласованного фильтра

for(i=0; i < N; i++)

k[i] = s[N-1- i];

// Оценка дисперсии шума на выходе системы

disp = 0;

for (i = 0; i < 200; i++) // Цикл по 200 экспериментам

{ for(j=0; j < N; j++) x[j] = gauss(0,1);

z = sogl();

disp = disp + z \* z; }

disp = disp / 200.;

// Формирование массива порогов

for (i = 0; i < M; i++)

mass\_porog[i] = sqrt(disp) \* (1.0 + 0.1\*i);

// Вычисление зависимости вероятности ложной

//тревоги от порога обнаружения

for(nn = 0; nn < 30000L; nn++)

{ for (j=0; j< N; j++) x[j] = gauss(0,1);

z = sogl();

for(j=0; j < M ; j++)

{ if ( z >= mass\_porog[j] ) veroa[j]++; }

}

for(j = 0; j < M; j++)

veroa[j] = veroa[j] / 30000.;

// Вывод порогов обнаружения и соответствующих им

// вероятностей ложных тревог

for (i=0; i < M; i++)

printf("\n порог обнаружения =%f вероятность ложной тревоги = %f ",

mass\_porog[i] , veroa[i] );

// Ввод порога для вычисления зависимости вероятности

// правильного обнаружения от амплитуды сигнала

printf ( "\n Ввод порога обнаружения");

scanf("%f",&porog);

// Вычисление зависимости вероятности

// правильного обнаружения от амплитуды сигнала

for(n = 0; n < MM; n++)

{

A = 0.2 + 0.05\*n; // Амплтитуда входного сигнала

for (j = 0; j < 200; j++) // Цикл по 200 экспериментам

{ for (i=0; i< N; i++)

x[i] = gauss(0,1) + A \* s[i];

z=sogl();

if(z >= porog)

d\_prav[n]=d\_prav[n] + 1./200.;

}

printf("\n Амплитуда = %f Вероятность правильного обнаружения %f", A,d\_prav[n]);

}

}

float sogl(void)

{ int i; float sym;

sym = 0;

for (i = 0; i < N; i++) sym = sym +x[i]\*k[N-1-i];

return sym;

}

**2.6. ЗАДАНИЯ ПО ЛАБОРАТОРНОЙ РАБОТЕ.**

Написать программу прохождения белого шума через линейную систему с импульсной характеристикой k(t) = 0.2 cos(0.5t+7) при 0 ≤ t ≤ 5.

Составить программу оптимальной фильтрации сигнала *x(t)=10exp*{*-5t*} при 0 ≤ t ≤ 1на фоне белого гауссовского шума.

Смоделировать оптимальную фильтрацию сигнала *x(t)=10t* при 0 ≤ t ≤ 5 на фоне белого гауссовского шума.

Написать программу моделирования оптимальной фильтрации сигнала *x(t)=t2* при 0 ≤ t ≤ 7 на фоне белого гауссовского шума.

Система обнаружения полезного сигнала на фоне белого шума представляет соединение оптимального фильтра (ОФ) и схемы принятия решения (СПР) о наличии или отсутствии полезного сигнала на входе (рис.10).

ОФ

СПР

Рис. 10

Сигнал *s(t)=а exp*{*-5t*} при 0 ≤ t ≤ 1, а при других значениях *t* равен нулю. Шаг дискретизации равен 0.03. В качестве помехи принять дискретный белый гауссовский шум с дисперсией 1.

Путем моделирования выбрать значение порога обнаружения, исходя из вероятности ложной тревоги 0.0001. Затем выбрать а при вероятности правильного обнаружения 0.9.

Для системы обнаружения, представленной на рис.10, и сигнала *s(t)=аsin*{*-2t*}, заданного на интервале 0 ≤ t ≤ 1, выбрать значение порога обнаружения, исходя из вероятности ложной тревоги 0.001. Параметр а определить при вероятности правильного обнаружения 0.95. Шаг дискретизации взять равным 0,02. В качестве помехи принять дискретный белый гауссовский шум с дисперсией 1.

7. Для системы обнаружения, представленной на рис.10, определить значение порога обнаружения и параметр а при следующих условиях:

*s(t)=аt* при 0 ≤ t ≤ 1,

шаг дискретизации равен 0.025,

вероятность ложной тревоги 0.005,

вероятности правильного обнаружения 0.97;

модель помехи - дискретный белый гауссовский шум с дисперсией 1.

# КОНТРОЛЬНЫЕ ЗАДАНИЯ

Сигнал, поступающий на вход системы, записывается следующим образом:

*S(t) = 3t*, при 0 ≤ t ≤ 5,

*S(t) = 0*, при других *t*.

Импульсная характеристика системы

*k(t) = - t*, при 0 ≤ t ≤ 5,

*k(t) = 0*, при других *t*.

Вычислить и построить сигнал на выходе системы.

Сигнал, поступающий на вход системы, записывается так:

*S(t) = exp*{*-3t*}, при t ≥0,

*S(t) = 0*, при других *t*.

Импульсная характеристика системы

*k(t) = exp* {*- 5t*} + δ(t – 5) , при *t >0*,

*k(t) = 0*, при других *t*.

Вычислить и построить сигнал на выходе системы.

Сигнал, поступающий на вход системы, записывается следующим образом:

*S(t) = exp*{*-3t*}, при t ≥ 0,

*S(t) = 0*, при других t.

Импульсная характеристика системы

*k(t) =* δ(t – 5) *+* δ(t – 7), при *t>0*,

*k(t) = 0*, при других *t*.

Вычислить и построить сигнал на выходе системы.

Обосновать выбор шага дискретизации при моделировании прохождения белого шума через линейную систему с импульсной характеристикой:

*k(t) =* , при 0 ≤ t ≤ 5,

*k(t) = 0*, при других *t*.

5. Обосновать выбор шага дискретизации при моделировании прохождения белого шума через линейную систему с импульсной характеристикой:

*k(t) = cos(2πt)*, при *0 ≤ t ≤ 1*,

*k(t) = 0*, при других *t*.
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**ЛАБОРАТОРНАЯ РАБОТА № 4**

**«СТАТИСТИЧЕСКИЕ ЭКСПЕРИМЕНТЫ НА ЭВМ»**

# 1. Цель работы:

Изучение основных методов проведения статистических экспериментов на примере построения программ в среде Borland С++ 3.1.

**2. Теоретический материал для изучения**

## ВВЕДЕНИЕ

Как известно, моделирование проводится для определения тех или иных характеристик системы (например, качества системы обнаружения полезного сигнала в помехах, измерения ее параметров). Так как входные воздействия представляют собой случайные процессы, то для получения информации о параметрах системы необходимо провести определенное количество (как правило, достаточно большое) экспериментов или опытов.

Прежде всего, нужно отметить, что любое значение искомого параметра, вычисленное на основе ограниченного числа экспериментов, всегда будет содержать элемент случайности. Такое приближенное случайное значение мы будем называть *оценкой* параметра. Например, оценкой для математического ожидания может служить среднее арифметическое наблюдаемых значений случайной величины в *N* независимых опытах. При большом числе опытов среднее арифметическое будет с большой вероятностью весьма близко к математическому ожиданию. Если же число экспериментов N невелико, то замена математического ожидания средним арифметическим приводит к ошибке. Эта ошибка в среднем тем больше, чем меньше число экспериментов. Так же обстоит дело и с оценками других неизвестных параметров. Любая из таких оценок случайна: при ее использовании неизбежны ошибки. Желательно выбрать такую оценку, чтобы эти ошибки были минимальны.

Сформулируем следующую общую задачу. Имеется случайная величина *X*, функция распределения вероятности которой содержит неизвестный параметр *a*. Требуется найти подходящую оценку для параметра *a* по результатам *N* экспериментов, в каждом из которых величина *Х* принимает определенное значение. Полученные значения можно рассматривать как *N* независимых случайных величин *X1, X2, …, XN*, каждая из которых распределена по тому же закону, что и случайная величина *X*. Обозначим через *a\** оценку параметра для параметра *а*. Любая оценка должна представлять собой функцию величин X1, X2, …, XN и, следовательно, сама является случайной величиной. Функция распределения *a\**зависит, во-первых, от функции распределения величины *Х*, а во-вторых, от количества экспериментов.

К оценке *a\**, как правило, предъявляется несколько требований. Естественно потребовать от оценки *a\**, чтобы она при увеличении числа экспериментов *N* приближалась (сходилась по вероятности) к параметру *а*. Оценка, обладающая таким свойством, называется *состоятельной*.

Кроме того, желательно, чтобы, пользуясь величиной *a\** вместо *а*, мы не делали систематической ошибки в сторону завышения или занижения, т.е. выполнялось условие

*M*{ *a\**} = *a*,

где *M*{…} - обозначение математического ожидания. Оценка, удовлетворяющая такому условию, называется *несмещенной*.

Наконец, желательно, чтобы выбранная несмещенная оценка обладала по сравнению с другими возможными оценками наименьшей дисперсией, т.е.

*D{ a\*} = min*.

Оценка, обладающая таким свойством, называется *эффективной*.

## 2.1. ОЦЕНКА МАТЕМАТИЧЕСКОГО ОЖИДАНИЯ

Пусть имеется случайная величина *Х* с математическим ожиданием *m* и дисперсией *D*, при этом оба эти параметра неизвестны. Над величиной *Х* произведено *N* независимых экспериментов, в результате которых была получена совокупность *N* численных результатов *x1, x2, …, xN*. В качестве оценки математического ожидания естественно предложить среднее арифметическое наблюдаемых значений

*m\* = ![](data:image/x-wmf;base64,183GmgAAAAAAAIAEwAMACQAAAABRWQEACQAAAzEBAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCwAOABBIAAAAmBg8AGgD/////AAAQAAAAwP///6////9ABAAAbwMAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAugBQAAFAAAAEwLoAY0BEAAAAPsCQP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAgAAAAyCngCwgEBAAAA5QAQAAAA+wJA/wAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQIABAAAAPABAQAIAAAAMgpiAyECAQAAAD0AFQAAAPsCQP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACHBAAAAC0BAQAEAAAA8AECAAgAAAAyCv8AHAIBAAAATgAIAAAAMgpiA4YCAQAAADEACAAAADIKYgPiAQEAAABpAAgAAAAyCpgC0QMBAAAAaQAVAAAA+wKg/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIcEAAAALQECAAQAAADwAQEACAAAADIKQAI8AwEAAAB4AAgAAAAyClcDawABAAAATgAIAAAAMgpeAZQAAQAAADEACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQEABAAAAPABAgADAAAAAAA=)* (1)

Здесь в качестве *xi* рассматриваются конкретные значения (числа), полученные в результате *N* экспериментов. Если взять другие (независимые от предыдущих) *N* экспериментов, то, очевидно, мы получим другое значение m\*. Если взять еще *N* экспериментов, то мы получим еще одно новое значение m\*. Обозначим через *Xi* случайную величину, являющуюся результатом *i*-го эксперимента, тогда реализациями *Xi* будут числа, полученные в результате этих экспериментов. Очевидно, что случайная величина *Xi* будет иметь такую же плотность распределения вероятности, что и исходная, случайная величина *Х*. Также считаем, что случайные величины *Xi* и *Xj* являются независимыми при *i*, не равном *j* (различные независимые друг относительно друга эксперименты). Поэтому формулу (1) перепишем в другом (статистическом) виде:

*m\* = ![](data:image/x-wmf;base64,183GmgAAAAAAAOAEwAMBCQAAAAAwWQEACQAAAzEBAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCwAPgBBIAAAAmBg8AGgD/////AAAQAAAAwP///6////+gBAAAbwMAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAugBQAAFAAAAEwLoAY0BEAAAAPsCQP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAgAAAAyCncCwgEBAAAA5QAQAAAA+wJA/wAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQIABAAAAPABAQAIAAAAMgphAyECAQAAAD0AFQAAAPsCQP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACBBAAAAC0BAQAEAAAA8AECAAgAAAAyCv8AHAIBAAAATgAIAAAAMgphA4YCAQAAADEACAAAADIKYQPiAQEAAABpAAgAAAAyCpgCQAQBAAAAaQAVAAAA+wKg/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIEEAAAALQECAAQAAADwAQEACAAAADIKQAJHAwEAAABYAAgAAAAyClcDawABAAAATgAIAAAAMgpeAZQAAQAAADEACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQEABAAAAPABAgADAAAAAAA=)* (2)

Покажем, что оценка является несмещенной:

*M[m\*] = M![](data:image/x-wmf;base64,183GmgAAAAAAAAAGAAQBCQAAAAAQXAEACQAAA3kBAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCAAQABhIAAAAmBg8AGgD/////AAAQAAAAwP///6/////ABQAArwMAAAsAAAAmBg8ADABNYXRoVHlwZQAA0AAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAggC1AAFAAAAEwIIAiECEAAAAPsCoP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAgAAAAyCuQCPAUBAAAA+gAIAAAAMgqkAzwFAQAAAPsACAAAADIKlQE8BQEAAAD5AAgAAAAyCuQCQAABAAAA6gAIAAAAMgqkA0AAAQAAAOsACAAAADIKlQFAAAEAAADpABAAAAD7AkD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAgAEAAAA8AEBAAgAAAAyCpgCVgIBAAAA5QAQAAAA+wJA/wAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQEABAAAAPABAgAIAAAAMgqCA7UCAQAAAD0AFQAAAPsCQP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACBBAAAAC0BAgAEAAAA8AEBAAgAAAAyCh8BsAIBAAAATgAIAAAAMgqCAxoDAQAAADEACAAAADIKggN2AgEAAABpAAgAAAAyCrgC1AQBAAAAaQAVAAAA+wKg/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIEEAAAALQEBAAQAAADwAQIACAAAADIKYALbAwEAAABYAAgAAAAyCncD/wABAAAATgAIAAAAMgp+ASgBAQAAADEACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQIABAAAAPABAQADAAAAAAA=) = ![](data:image/x-wmf;base64,183GmgAAAAAAAEAI4AMBCQAAAACwVQEACQAAA64BAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwC4ANACBIAAAAmBg8AGgD/////AAAQAAAAwP///7X///8ACAAAlQMAAAsAAAAmBg8ADABNYXRoVHlwZQAA0AAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAugBQAAFAAAAEwLoAY0BEAAAAPsCoP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAgAAAAyCt4CcwcBAAAA+gAIAAAAMgpqA3MHAQAAAPsACAAAADIKjwFzBwEAAAD5AAgAAAAyCt4CyQEBAAAA6gAIAAAAMgpqA8kBAQAAAOsACAAAADIKjwHJAQEAAADpABAAAAD7AkD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAgAEAAAA8AEBAAgAAAAyCngCVgIBAAAA5QAQAAAA+wJA/wAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQEABAAAAPABAgAIAAAAMgpiA7UCAQAAAD0AFQAAAPsCQP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACoBAAAAC0BAgAEAAAA8AEBAAgAAAAyCv8AsAIBAAAATgAIAAAAMgpiAxoDAQAAADEACAAAADIKYgN2AgEAAABpAAgAAAAyCpgCogYBAAAAaQAVAAAA+wKg/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAKgEAAAALQEBAAQAAADwAQIACAAAADIKQAKpBQEAAABYAAgAAAAyCkACxQMBAAAATQAIAAAAMgpXA2sAAQAAAE4ACAAAADIKXgGUAAEAAAAxABUAAAD7AqD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAqAQAAAAtAQIABAAAAPABAQAIAAAAMgpAAgQHAQAAAF0ACAAAADIKQAIPBQEAAABbAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEBAAQAAADwAQIAAwAAAAAA) = ![](data:image/x-wmf;base64,183GmgAAAAAAAGAGoAMACQAAAADRWwEACQAAA+kAAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCoANgBhIAAAAmBg8AGgD/////AAAQAAAAwP///6////8gBgAATwMAAAsAAAAmBg8ADABNYXRoVHlwZQAAsAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAugBQAAFAAAAEwLoAY0BFQAAAPsCoP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACBBAAAAC0BAQAIAAAAMgpAArcFAQAAAF0ACAAAADIKQAIKBAEAAABbABUAAAD7AqD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAgQQAAAAtAQIABAAAAPABAQAIAAAAMgpAAqQEAQAAAFgACAAAADIKQALUAQIAAABOTQgAAAAyClcDawABAAAATgAIAAAAMgpeAZQAAQAAADEACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQEABAAAAPABAgADAAAAAAA=) = M[X] = m.*

Таким образом, математическое ожидание выборочного среднего m\* равно истинному математическому ожиданию случайной величины *m*. Это достаточно предсказуемый и понятный факт. Следовательно, за оценку математического ожидания случайной величины можно принять выборочное среднее (2). Теперь возникает вопрос: что происходит с дисперсией оценки математического ожидания при увеличении числа экспериментов? Аналитические вычисления показывают, что

*D(m\*) = D/N,*

где *D(m\*)* – дисперсия оценки математического ожидания (2), а *D* – истинная дисперсия случайной величины *X*.

Из вышесказанного следует, что с ростом *N* (количества экспериментов) дисперсия оценки уменьшается, т.е. чем больше мы суммируем независимые реализации, тем ближе к математическому ожиданию мы получим оценку.

## 2.2. ОЦЕНКА ДИСПЕРСИИ

На первый взгляд наиболее естественной оценкой представляется

*D\* = ![](data:image/x-wmf;base64,183GmgAAAAAAAOAHIAUBCQAAAADQXAEACQAAA6sBAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCIAXgBxIAAAAmBg8AGgD/////AAAQAAAAwP///73///+gBwAA3QQAAAsAAAAmBg8ADABNYXRoVHlwZQAAsAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAmgDQAAFAAAAEwJoA5YHFQAAAPsCoP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACHBAAAAC0BAQAIAAAAMgrXBHADAQAAAE4ACAAAADIKFgIABQEAAABtAAgAAAAyChYCVwIBAAAAWAAVAAAA+wJA/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIcEAAAALQECAAQAAADwAQEACAAAADIK1QCzAAEAAABOAAgAAAAyCjgDHQEBAAAAMQAIAAAAMgo4A3kAAQAAAGkACAAAADIKeAH/BgEAAAAyAAgAAAAyCm4CUAMBAAAAaQAQAAAA+wJA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQEABAAAAPABAgAIAAAAMgpOAlkAAQAAAOUAEAAAAPsCQP8AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQECAAQAAADwAQEACAAAADIKOAO4AAEAAAA9ABAAAAD7AqD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAQAEAAAA8AECAAgAAAAyChYC9gMBAAAALQAVAAAA+wKg/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIcEAAAALQECAAQAAADwAQEACAAAADIKFgJ8BgEAAAApAAgAAAAyChYCvQEBAAAAKAAVAAAA+wJA/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIcEAAAALQEBAAQAAADwAQIACAAAADIKeAEABgEAAAAqAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQECAAQAAADwAQEAAwAAAAAA)* (3)

где *m\** вычисляется по формуле (2). Проверим, является ли оценка *D\**несмещенной. Формула (3) может быть записана следующим образом [1]:

*D\* = ![](data:image/x-wmf;base64,183GmgAAAAAAAAAEIAUBCQAAAAAwXwEACQAAAzEBAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCIAUABBIAAAAmBg8AGgD/////AAAQAAAAwP///7z////AAwAA3AQAAAsAAAAmBg8ADABNYXRoVHlwZQAAsAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAmgDQAAFAAAAEwJoA70DFQAAAPsCoP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACqBAAAAC0BAQAIAAAAMgrXBIMBAQAAAE4ACAAAADIKFwLeAQEAAABYABUAAAD7AkD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAqgQAAAAtAQIABAAAAPABAQAIAAAAMgrWALMAAQAAAE4ACAAAADIKOAMdAQEAAAAxAAgAAAAyCjgDeQABAAAAaQAIAAAAMgpdASUDAQAAADIACAAAADIKbwLXAgEAAABpABAAAAD7AkD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAQAEAAAA8AECAAgAAAAyCk4CWQABAAAA5QAQAAAA+wJA/wAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQIABAAAAPABAQAIAAAAMgo4A7gAAQAAAD0ACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQEABAAAAPABAgADAAAAAAA=) - (m\*)2.*

Подставим в эту формулу выражение (2):

*D\* = ![](data:image/x-wmf;base64,183GmgAAAAAAAAAEIAUBCQAAAAAwXwEACQAAAzEBAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCIAUABBIAAAAmBg8AGgD/////AAAQAAAAwP///7z////AAwAA3AQAAAsAAAAmBg8ADABNYXRoVHlwZQAAsAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAmgDQAAFAAAAEwJoA70DFQAAAPsCoP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACqBAAAAC0BAQAIAAAAMgrXBIMBAQAAAE4ACAAAADIKFwLeAQEAAABYABUAAAD7AkD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAqgQAAAAtAQIABAAAAPABAQAIAAAAMgrWALMAAQAAAE4ACAAAADIKOAMdAQEAAAAxAAgAAAAyCjgDeQABAAAAaQAIAAAAMgpdASUDAQAAADIACAAAADIKbwLXAgEAAABpABAAAAD7AkD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAQAEAAAA8AECAAgAAAAyCk4CWQABAAAA5QAQAAAA+wJA/wAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQIABAAAAPABAQAIAAAAMgo4A7gAAQAAAD0ACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQEABAAAAPABAgADAAAAAAA=) - (m\*)2 = ![](data:image/x-wmf;base64,183GmgAAAAAAAAAEIAUBCQAAAAAwXwEACQAAAzEBAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCIAUABBIAAAAmBg8AGgD/////AAAQAAAAwP///7z////AAwAA3AQAAAsAAAAmBg8ADABNYXRoVHlwZQAAsAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAmgDQAAFAAAAEwJoA70DFQAAAPsCoP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACqBAAAAC0BAQAIAAAAMgrXBIMBAQAAAE4ACAAAADIKFwLeAQEAAABYABUAAAD7AkD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAqgQAAAAtAQIABAAAAPABAQAIAAAAMgrWALMAAQAAAE4ACAAAADIKOAMdAQEAAAAxAAgAAAAyCjgDeQABAAAAaQAIAAAAMgpdASUDAQAAADIACAAAADIKbwLXAgEAAABpABAAAAD7AkD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAQAEAAAA8AECAAgAAAAyCk4CWQABAAAA5QAQAAAA+wJA/wAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQIABAAAAPABAQAIAAAAMgo4A7gAAQAAAD0ACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQEABAAAAPABAgADAAAAAAA=) - ![](data:image/x-wmf;base64,183GmgAAAAAAAGAFYAcBCQAAAAAQXAEACQAAA6kBAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYAdgBRIAAAAmBg8AGgD/////AAAQAAAAwP///7z///8gBQAAHAcAAAsAAAAmBg8ADABNYXRoVHlwZQAAoAEJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAsgD5gAFAAAAEwLIA+4DFQAAAPsCQP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACBBAAAAC0BAQAIAAAAMgrWAK0EAQAAADIACAAAADIKNQFZAQEAAABOAAgAAAAyCpgDwwEBAAAAMQAIAAAAMgqYAx8BAQAAAGkACAAAADIKzgJ9AwEAAABpABUAAAD7AqD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAgQQAAAAtAQIABAAAAPABAQAIAAAAMgo3Be8BAQAAAE4ACAAAADIKdgKEAgEAAABYABAAAAD7AqD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAQAEAAAA8AECAAgAAAAyChEGGgQBAAAA9wAIAAAAMgpGBRoEAQAAAPcACAAAADIK9wMaBAEAAAD3AAgAAAAyCqgCGgQBAAAA9wAIAAAAMgryBhoEAQAAAPgACAAAADIKxwEaBAEAAAD2AAgAAAAyChEGMAABAAAA5wAIAAAAMgpGBTAAAQAAAOcACAAAADIK9wMwAAEAAADnAAgAAAAyCqgCMAABAAAA5wAIAAAAMgryBjAAAQAAAOgACAAAADIKxwEwAAEAAADmABAAAAD7AkD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAgAEAAAA8AEBAAgAAAAyCq4C/wABAAAA5QAQAAAA+wJA/wAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQEABAAAAPABAgAIAAAAMgqYA14BAQAAAD0ACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQIABAAAAPABAQADAAAAAAA=) =*

*= ![](data:image/x-wmf;base64,183GmgAAAAAAAAAEIAUBCQAAAAAwXwEACQAAAzEBAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCIAUABBIAAAAmBg8AGgD/////AAAQAAAAwP///7z////AAwAA3AQAAAsAAAAmBg8ADABNYXRoVHlwZQAAsAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAmgDQAAFAAAAEwJoA70DFQAAAPsCoP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACqBAAAAC0BAQAIAAAAMgrXBIMBAQAAAE4ACAAAADIKFwLeAQEAAABYABUAAAD7AkD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAqgQAAAAtAQIABAAAAPABAQAIAAAAMgrWALMAAQAAAE4ACAAAADIKOAMdAQEAAAAxAAgAAAAyCjgDeQABAAAAaQAIAAAAMgpdASUDAQAAADIACAAAADIKbwLXAgEAAABpABAAAAD7AkD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAQAEAAAA8AECAAgAAAAyCk4CWQABAAAA5QAQAAAA+wJA/wAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQIABAAAAPABAQAIAAAAMgo4A7gAAQAAAD0ACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQEABAAAAPABAgADAAAAAAA=) - ![](data:image/x-wmf;base64,183GmgAAAAAAAOADIAUBCQAAAADQWAEACQAAAzkBAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCIAXgAxIAAAAmBg8AGgD/////AAAQAAAAwP///73///+gAwAA3QQAAAsAAAAmBg8ADABNYXRoVHlwZQAAsAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAmgDQAAFAAAAEwJoA5IDFQAAAPsCQP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACBBAAAAC0BAQAIAAAAMgo5BEICAQAAADIACAAAADIK1QCzAAEAAABOAAgAAAAyCjgDHQEBAAAAMQAIAAAAMgo4A3kAAQAAAGkACAAAADIKeAH7AgEAAAAyAAgAAAAyCm4C1wIBAAAAaQAVAAAA+wKg/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIEEAAAALQECAAQAAADwAQEACAAAADIK1wQlAQEAAABOAAgAAAAyChYC3gEBAAAAWAAQAAAA+wJA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQEABAAAAPABAgAIAAAAMgpOAlkAAQAAAOUAEAAAAPsCQP8AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQECAAQAAADwAQEACAAAADIKOAO4AAEAAAA9AAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEBAAQAAADwAQIAAwAAAAAA) - 2![](data:image/x-wmf;base64,183GmgAAAAAAACAFYAUBCQAAAABQXgEACQAAA0EBAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYAUgBRIAAAAmBg8AGgD/////AAAQAAAAwP///6T////gBAAABAUAAAsAAAAmBg8ADABNYXRoVHlwZQAAsAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAqgDQAAFAAAAEwKoA9QEFQAAAPsCQP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACoBAAAAC0BAQAIAAAAMgp5BOMCAQAAADIACAAAADIK7gCzAAEAAABOAAgAAAAyClEDQQEBAAAAagAIAAAAMgpRA20AAQAAAGkACAAAADIKhwJgBAEAAABqAAgAAAAyCocC1wIBAAAAaQAVAAAA+wKg/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAKgEAAAALQECAAQAAADwAQEACAAAADIKFwXGAQEAAABOAAgAAAAyCi8CPgMBAAAAWAAIAAAAMgovAt4BAQAAAFgAEAAAAPsCQP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAQAAADwAQIACAAAADIKZwJZAAEAAADlABAAAAD7AkD/AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAgAEAAAA8AEBAAgAAAAyClEDrAABAAAAuQAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAQAEAAAA8AECAAMAAAAAAA==) = ![](data:image/x-wmf;base64,183GmgAAAAAAAGAI4AMBCQAAAACQVQEACQAAA5kBAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwC4ANgCBIAAAAmBg8AGgD/////AAAQAAAAwP///7X///8gCAAAlQMAAAsAAAAmBg8ADABNYXRoVHlwZQAA0AAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAugBQAAFAAAAEwLoAWkDEAAAAPsCoP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAgAAAAyCnACiQcBAAAA9wAIAAAAMgpqA4kHAQAAAPgACAAAADIKjwGJBwEAAAD2AAgAAAAyCnAClQMBAAAA5wAIAAAAMgpqA5UDAQAAAOgACAAAADIKjwGVAwEAAADmAAgAAAAyCl4BwgEBAAAALQAQAAAA+wJA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQIABAAAAPABAQAIAAAAMgp4AkQEAQAAAOUAEAAAAPsCQP8AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAQAAADwAQIACAAAADIKYgOjBAEAAAA9ABUAAAD7AkD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAugQAAAAtAQIABAAAAPABAQAIAAAAMgr/AJ4EAQAAAE4ACAAAADIKYgMIBQEAAAAxAAgAAAAyCmIDZAQBAAAAaQAIAAAAMgqiAeYGAQAAADIACAAAADIKmALCBgEAAABpAAgAAAAyCrkCLQIBAAAAMgAVAAAA+wKg/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AALoEAAAALQEBAAQAAADwAQIACAAAADIKQALJBQEAAABYAAgAAAAyClcDEAEBAAAATgAIAAAAMgpeAbsCAQAAADEACAAAADIKXgFrAAEAAABOAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQECAAQAAADwAQEAAwAAAAAA) - 2![](data:image/x-wmf;base64,183GmgAAAAAAACAFYAUBCQAAAABQXgEACQAAA0EBAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYAUgBRIAAAAmBg8AGgD/////AAAQAAAAwP///6T////gBAAABAUAAAsAAAAmBg8ADABNYXRoVHlwZQAAsAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAqgDQAAFAAAAEwKoA9QEFQAAAPsCQP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACoBAAAAC0BAQAIAAAAMgp5BOMCAQAAADIACAAAADIK7gCzAAEAAABOAAgAAAAyClEDQQEBAAAAagAIAAAAMgpRA20AAQAAAGkACAAAADIKhwJgBAEAAABqAAgAAAAyCocC1wIBAAAAaQAVAAAA+wKg/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAKgEAAAALQECAAQAAADwAQEACAAAADIKFwXGAQEAAABOAAgAAAAyCi8CPgMBAAAAWAAIAAAAMgovAt4BAQAAAFgAEAAAAPsCQP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAQAAADwAQIACAAAADIKZwJZAAEAAADlABAAAAD7AkD/AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAgAEAAAA8AEBAAgAAAAyClEDrAABAAAAuQAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAQAEAAAA8AECAAMAAAAAAA==).*

Найдем математическое ожидание оценки дисперсии:

*M[D\*] = ![](data:image/x-wmf;base64,183GmgAAAAAAAIAK4AMBCQAAAABwVwEACQAAA84BAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwC4AOAChIAAAAmBg8AGgD/////AAAQAAAAwP///7T///9ACgAAlAMAAAsAAAAmBg8ADABNYXRoVHlwZQAA0AAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAugBQAAFAAAAEwLoAWkDEAAAAPsCoP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAgAAAAyCnECwAkBAAAA9wAIAAAAMgppA8AJAQAAAPgACAAAADIKkAHACQEAAAD2AAgAAAAyCnEClQMBAAAA5wAIAAAAMgppA5UDAQAAAOgACAAAADIKkAGVAwEAAADmAAgAAAAyCl4BwgEBAAAALQAQAAAA+wJA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQIABAAAAPABAQAIAAAAMgp3AkMEAQAAAOUAEAAAAPsCQP8AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAQAAADwAQIACAAAADIKYQOiBAEAAAA9ABUAAAD7AkD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAgQQAAAAtAQIABAAAAPABAQAIAAAAMgr/AJ0EAQAAAE4ACAAAADIKYQMIBQEAAAAxAAgAAAAyCmEDYwQBAAAAaQAIAAAAMgqiAbQIAQAAADIACAAAADIKmAKQCAEAAABpAAgAAAAyCrkCLQIBAAAAMgAVAAAA+wKg/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIEEAAAALQEBAAQAAADwAQIACAAAADIKQAKXBwEAAABYAAgAAAAyCkACswUBAAAATQAIAAAAMgpXAxABAQAAAE4ACAAAADIKXgG7AgEAAAAxAAgAAAAyCl4BawABAAAATgAVAAAA+wKg/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIEEAAAALQECAAQAAADwAQEACAAAADIKQAI8CQEAAABdAAgAAAAyCkAC/QYBAAAAWwAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAQAEAAAA8AECAAMAAAAAAA==) - ![](data:image/x-wmf;base64,183GmgAAAAAAAAAH4AMBCQAAAADwWgEACQAAA0kBAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwC4AMABxIAAAAmBg8AGgD/////AAAQAAAAwP///6/////ABgAAjwMAAAsAAAAmBg8ADABNYXRoVHlwZQAA0AAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAugBQAAFAAAAEwLoASACEAAAAPsCQP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAgAAAAyCngCVQIBAAAA5QAQAAAA+wJA/wAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQIABAAAAPABAQAIAAAAMgpiA6gCAQAAALkAFQAAAPsCQP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACkBAAAAC0BAQAEAAAA8AECAAgAAAAyCv8ArwIBAAAATgAIAAAAMgpiAz0DAQAAAGoACAAAADIKYgNpAgEAAABpAAgAAAAyCpgCXAYBAAAAagAIAAAAMgqYAtMEAQAAAGkACAAAADIKuQKIAQEAAAAyABUAAAD7AqD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAApAQAAAAtAQIABAAAAPABAQAIAAAAMgpAAjoFAQAAAFgACAAAADIKQALaAwEAAABYAAgAAAAyClcDawABAAAATgAIAAAAMgpeAdsAAQAAADIACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQEABAAAAPABAgADAAAAAAA=).* (4)

Так как дисперсия случайной величины не зависит от того, какое математическое ожидание у случайной величины, примем математическое ожидание равным 0, т.е. *m* = 0.

Тогда

*M[![](data:image/x-wmf;base64,183GmgAAAAAAACACIAIDCQAAAAASXgEACQAAA7oAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCIAIgAhIAAAAmBg8AGgD/////AAAQAAAAwP///7D////gAQAA0AEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAVAAAA+wJA/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIcEAAAALQEAAAgAAAAyCuIAcwEBAAAAMgAIAAAAMgrYAU8BAQAAAGkAFQAAAPsCoP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACHBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABVgABAAAAWAAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)] = D, ![](data:image/x-wmf;base64,183GmgAAAAAAAOAFoAMACQAAAABRWAEACQAAA0cBAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCoAPgBRIAAAAmBg8AGgD/////AAAQAAAAwP///7P///+gBQAAUwMAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAQAAAA+wJA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQAACAAAADIKVwI5AAEAAADlABAAAAD7AkD/AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAQAEAAAA8AEAAAgAAAAyCkEDmAABAAAAPQAVAAAA+wJA/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAKQEAAAALQEAAAQAAADwAQEACAAAADIK3wCTAAEAAABOAAgAAAAyCkED/QABAAAAMQAIAAAAMgpBA1kAAQAAAGkACAAAADIKggGpBAEAAAAyAAgAAAAyCngChQQBAAAAaQAVAAAA+wKg/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAKQEAAAALQEBAAQAAADwAQAACAAAADIKIAKMAwEAAABYAAgAAAAyCiACqAEBAAAATQAVAAAA+wKg/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAKQEAAAALQEAAAQAAADwAQEACAAAADIKIAIyBQEAAABdAAgAAAAyCiAC8gIBAAAAWwAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==) = ND,* (5)

*M[XiXj] = 0,* при *i ≠ j.* (6)

Последнее равенство следует из того, что эксперименты независимы, а математическое ожидание случайной величины в каждом эксперименте равно 0. Подставляя (5) и (6) в (4), получим:

*M[D\*] = ![](data:image/x-wmf;base64,183GmgAAAAAAAMADoAMACQAAAABxXgEACQAAA9QAAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCoAPAAxIAAAAmBg8AGgD/////AAAQAAAAwP///6////+AAwAATwMAAAsAAAAmBg8ADABNYXRoVHlwZQAAsAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAugBQAAFAAAAEwLoAWoDFQAAAPsCoP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACBBAAAAC0BAQAIAAAAMgpXA1oBAQAAAE4ACAAAADIKXgG7AgEAAAAxAAgAAAAyCl4BawABAAAATgAQAAAA+wKg/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQIABAAAAPABAQAIAAAAMgpeAcIBAQAAAC0ACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQEABAAAAPABAgADAAAAAAA=)D.*

Отсюда следует, что оценка *D\**не является несмещенной – ее математическое ожидание равно не *D*, а несколько меньше. Пользуясь оценкой *D\** вместо дисперсии *D*, мы получим систематическую ошибку. Чтобы ликвидировать это смещение, достаточно ввести поправку, умножив величину *D\** на *(N-1)/N*. Такую исправленную статистическую дисперсию мы и выберем в качестве оценки:

*D\*\* = ![](data:image/x-wmf;base64,183GmgAAAAAAAOAHIAUBCQAAAADQXAEACQAAA7sBAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCIAXgBxIAAAAmBg8AGgD/////AAAQAAAAwP///73///+gBwAA3QQAAAsAAAAmBg8ADABNYXRoVHlwZQAAsAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAmgDQAAFAAAAEwJoA5YHFQAAAPsCoP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACHBAAAAC0BAQAIAAAAMgrXBNIEAQAAADEACAAAADIK1wSCAgEAAABOAAgAAAAyChYCAAUBAAAAbQAIAAAAMgoWAlcCAQAAAFgAFQAAAPsCQP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACHBAAAAC0BAgAEAAAA8AEBAAgAAAAyCtUAswABAAAATgAIAAAAMgo4Ax0BAQAAADEACAAAADIKOAN5AAEAAABpAAgAAAAyCngB/wYBAAAAMgAIAAAAMgpuAlADAQAAAGkAEAAAAPsCoP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAQAAADwAQIACAAAADIK1wTZAwEAAAAtAAgAAAAyChYC9gMBAAAALQAQAAAA+wJA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQIABAAAAPABAQAIAAAAMgpOAlkAAQAAAOUAEAAAAPsCQP8AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAQAAADwAQIACAAAADIKOAO4AAEAAAA9ABUAAAD7AqD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAhwQAAAAtAQIABAAAAPABAQAIAAAAMgoWAnwGAQAAACkACAAAADIKFgK9AQEAAAAoABUAAAD7AkD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAhwQAAAAtAQEABAAAAPABAgAIAAAAMgp4AQAGAQAAACoACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQIABAAAAPABAQADAAAAAAA=)*

Таким образом, если в результате *N* экспериментов мы располагаем набором *N* значений случайной величины

*x1, x2, …, xN*,

то для оценок математического ожидания и дисперсии необходимо воспользоваться следующими формулами:

![](data:image/x-wmf;base64,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) (7)

## 2.3. ИНТЕРВАЛЬНЫЕ ОЦЕНКИ

В п.1 и п.2 мы рассмотрели вопрос об оценке неизвестного параметра a одним числом. Такая оценка называется *точечной*. В ряде случаев требуется не только найти для параметра *а* подходящее численное значение, но и оценить его надежность и точность. Требуется знать - к каким ошибкам может привести замена параметра *а* его точечной оценкой, и с какой уверенностью можно ожидать, что ошибки не выйдут за известные пределы. Чтобы дать представление о точности и надежности оценки *a\**, в математической статистике пользуются так называемыми *доверительными интервалами* и *доверительными вероятностями*.

Рассмотрим в качестве примера задачу о доверительном интервале при оценке математического ожидания.

Пусть для параметра *а* получена из ряда экспериментов несмещенная оценка *a\**. Мы хотим оценить возможную при этом ошибку. Назначим некоторую достаточно большую вероятность *β* (например, *β = 0.99*), такую, что событие с вероятностью *β* можно считать практически достоверным, и найдем такое значение *e*, для которого

*P(|a\* - a| < e)* = *β* (8)

Тогда диапазон практически наиболее вероятных значений ошибки, возникающих при замене *a* на a\*, по модулю не будет превосходить *е*. Большие по абсолютной величине ошибки будут появляться с малой вероятностью *α = 1 - β*.

Равенство (8) означает, что с вероятностью *β* неизвестное значение параметра *а* попадает в интервал

*I = (a\* - e; a\* + e)*.

Необходимо отметить следующее обстоятельство. Ранее мы рассматривали близость случайной оценки к истинному значению оцениваемого параметра. Здесь ситуация несколько другая. Величина *а* не случайна, зато случаен интервал *I*. И величину *β* можно трактовать как вероятность того, что случайный интервал *I* накроет истинное значение параметра *а*. Вероятность *β* называется *доверительной вероятностью*, *I - доверительным интервалом*,

*a1 = a\* - e; a2 = a\* + e*

а – называются *доверительными границами*. Перейдем теперь к нахождению доверительных границ *a1* и *a2*. Пусть для параметра *а* существует несмещенная оценка *a\**. Если бы нам была известна функция распределения случайной величины (или плотность распределения вероятности) *a\**, то задача нахождения доверительного интервала была бы весьма проста: достаточно было бы найти такое значение *e*, для которого выполняется условие (8). Затруднение состоит в том, что функция распределения оценки *a\** зависит от функции распределения величины *Х* и, следовательно, от самого неизвестного параметра *а*.

В качестве другого примера рассмотрим задачу о доверительном интервале для математического ожидания.

Пусть произведено *N* независимых опытов над случайной величиной *Х*, характеристики которой (дисперсия *D* и математическое ожидание *m*) неизвестны. Для этих параметров получены оценки:

*m\* = ![](data:image/x-wmf;base64,183GmgAAAAAAAOAEwAMBCQAAAAAwWQEACQAAAzEBAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCwAPgBBIAAAAmBg8AGgD/////AAAQAAAAwP///6////+gBAAAbwMAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAugBQAAFAAAAEwLoAY0BEAAAAPsCQP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAgAAAAyCncCwgEBAAAA5QAQAAAA+wJA/wAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQIABAAAAPABAQAIAAAAMgphAyECAQAAAD0AFQAAAPsCQP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACBBAAAAC0BAQAEAAAA8AECAAgAAAAyCv8AHAIBAAAATgAIAAAAMgphA4YCAQAAADEACAAAADIKYQPiAQEAAABpAAgAAAAyCpgCQAQBAAAAaQAVAAAA+wKg/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIEEAAAALQECAAQAAADwAQEACAAAADIKQAJHAwEAAABYAAgAAAAyClcDawABAAAATgAIAAAAMgpeAZQAAQAAADEACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQEABAAAAPABAgADAAAAAAA=), D\* = ![](data:image/x-wmf;base64,183GmgAAAAAAAOAHIAUBCQAAAADQXAEACQAAA6sBAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCIAXgBxIAAAAmBg8AGgD/////AAAQAAAAwP///73///+gBwAA3QQAAAsAAAAmBg8ADABNYXRoVHlwZQAAsAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAmgDQAAFAAAAEwJoA5YHFQAAAPsCoP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACHBAAAAC0BAQAIAAAAMgrXBHADAQAAAE4ACAAAADIKFgIABQEAAABtAAgAAAAyChYCVwIBAAAAWAAVAAAA+wJA/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIcEAAAALQECAAQAAADwAQEACAAAADIK1QCzAAEAAABOAAgAAAAyCjgDHQEBAAAAMQAIAAAAMgo4A3kAAQAAAGkACAAAADIKeAH/BgEAAAAyAAgAAAAyCm4CUAMBAAAAaQAQAAAA+wJA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQEABAAAAPABAgAIAAAAMgpOAlkAAQAAAOUAEAAAAPsCQP8AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQECAAQAAADwAQEACAAAADIKOAO4AAEAAAA9ABAAAAD7AqD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAQAEAAAA8AECAAgAAAAyChYC9gMBAAAALQAVAAAA+wKg/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIcEAAAALQECAAQAAADwAQEACAAAADIKFgJ8BgEAAAApAAgAAAAyChYCvQEBAAAAKAAVAAAA+wJA/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIcEAAAALQEBAAQAAADwAQIACAAAADIKeAEABgEAAAAqAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQECAAQAAADwAQEAAwAAAAAA)*

Требуется построить доверительный интервал *I*, соответствующий доверительной вероятности *β* для математического ожидания *m* величины *Х*.

При решении этой задачи воспользуемся тем, что величина *m\** представляет собой сумму *N* независимых случайных величин *Xi*, и, согласно центральной предельной теореме, при достаточно большом *N* ее закон близок к нормальному. Поэтому будем исходить из того, что величина *m\** распределена по нормальному закону. Характеристики этого закона – математическое ожидание и дисперсия – равны соответственно *m* и *D/N*. Найдем такую величину *е*, для которой

*P(|m\* - m| < e)* = *β* (9)

Для нормальной случайной величины (с нулевым математическим ожиданием и единичной дисперсией) функция распределения вероятности

*F(x) = ![](data:image/x-wmf;base64,183GmgAAAAAAAIAHIAQBCQAAAACwXQEACQAAA9YBAAAFABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCIASABxIAAAAmBg8AGgD/////AAAQAAAAwP///7v///9ABwAA2wMAAAsAAAAmBg8ADABNYXRoVHlwZQAA0AAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAmEDaAAFAAAAEwJHA5QACQAAAPoCAAAgAAAAAAAAACIABAAAAC0BAQAFAAAAFAJPA5QABQAAABMCxwPUAAQAAAAtAQAABQAAABQCxwPcAAUAAAATAl0CMwEFAAAAFAJdAjMBBQAAABMCXQLwAgUAAAAUAigCQAAFAAAAEwIoAhADCQAAAPoCAAAIAAAAAAAAACIABAAAAC0BAgAFAAAAFAJGAUgFBQAAABMCRgHxBRUAAAD7AqD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAhwQAAAAtAQMACAAAADIKgAIKBgIAAABkdAgAAAAyCoACLgQBAAAAZQAIAAAAMgqyA0oBAQAAADIACAAAADIKngFUAQEAAAAyABUAAAD7AkD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAhwQAAAAtAQQABAAAAPABAwAIAAAAMgoZAZwDAQAAAHgACAAAADIKDgJuBQEAAAAyAAgAAAAyCvwAUAUBAAAAdAAVAAAA+wKA/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIcEAAAALQEDAAQAAADwAQQACAAAADIKpgCWBQEAAAAyABAAAAD7AkD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BBAAEAAAA8AEDAAgAAAAyCt4ChgMBAAAA8gAQAAAA+wJA/wAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQMABAAAAPABBAAIAAAAMgrIA7QDAQAAAKUACAAAADIKyANJAwEAAAAtAAgAAAAyCnYB1wQBAAAALQAQAAAA+wKg/gAAAAAAAJABAQAAAgACABBTeW1ib2wAAgQAAAAtAQQABAAAAPABAwAIAAAAMgqyA+kBAQAAAHAACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQMABAAAAPABBAADAAAAAAA=)*

С учетом этого формулу (9) запишем в виде:

*P(|m\* - m| < e)* = 2F(e/σ\*) – 1,

где σ\* = (D/N)0.5 – среднее квадратическое отклонение оценки.

Из уравнения

*2F(e/σ\*) – 1 = β*

находим значение *е*:

*e = (σ\*)2F-1[(1+β)/2]* (10)

где *F-1(x)* – функция, обратная *F(…)*, т.е. такое значение аргумента, при котором нормальная функция распределения равна *х*.

Дисперсия *D*, через которую выражена величина*σ\**, нам в точности неизвестна. В качестве ее ориентировочного значения можно воспользоваться оценкой *D\** или *D\*\** и положить приближенно

*σ\* =(D\*\*/N)0.5*.

Таким образом, решена задача построения доверительного интервала

*I = (m\* - e; m\* + e)*

где *е* определяется формулой (10).

Для удобства в табл. 1 приведены значения величины

*t = F-1[(1+β)/2]*.

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| *β* | *t* | *β* | *t* | *β* | *t* | *β* | *t* |
| 0.8 | 1.282 | 0.86 | 1.175 | 0.91 | 1.694 | 0.97 | 2.169 |
| 0.81 | 1.310 | 0.87 | 1.513 | 0.92 | 1.750 | 0.98 | 2.325 |
| 0.82 | 1.340 | 0.88 | 1.554 | 0.93 | 1.810 | 0.99 | 2.576 |
| 0.83 | 1.371 | 0.89 | 1.597 | 0.94 | 1.880 | 0.9973 | 3.000 |
| 0.84 | 1.404 | 0.9 | 1.643 | 0.95 | 1.960 | 0.999 | 3.290 |
| 0.85 | 1.439 |  |  |  |  |  |  |

**Пример.** Пусть в результате проведения 30 опытов были получены 30 значений случайной величины *Х*:

10.5, 10.8, 11.2, 10.9, 10.6, 11.0, 10.8, 11.0, 11.6, 10.9, 10.5, 11.8, 10.2, 9.2, 10.2, 11.2, 10.3, 11.1, 11.8, 10.3, 10.7, 10.8, 11.2, 10.9, 10.1, 11.7, 10.8, 11.3, 11.0, 11.9.

Требуется найти оценку *m\** для математического ожидания *m* величины *X* и построить доверительный интервал, соответствующий доверительной вероятности *β = 0.8*.

Вычисляем *m\** = 10.87, *D\*\** = 0.49. Далее *σ\* =(D\*\*/N)0.5* = 0.12. По табл. 1 находим: t = 1.282.

Тогда

*e = tσ\* = 0.16;*

доверительные границы:

*m1* = *m\** - *0.16 = 10.71,*

*m2* = *m\** + *0.16 = 11.03;*

доверительный интервал:

*I = (10.71; 11.03).*

## 2.4. ОЦЕНКА ВЕРОЯТНОСТИ ПО ЧАСТОТЕ

## ПОЯВЛЕНИЯ СОБЫТИЯ

При проведении экспериментов часто приходится оценивать неизвестную вероятность события *P* по его частоте *P\** в *N* независимых экспериментах. Частота некоторого события в *N* независимых экспериментах есть не что иное, как среднее арифметическое наблюдаемых значений величины *Х*, которая в каждом отдельном опыте принимает значение 1 (если событие совершилось), или значение 0 (если событие не произошло):

*P\** = ![](data:image/x-wmf;base64,183GmgAAAAAAAKADIAUACQAAAACRWAEACQAAAykBAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCIAWgAxIAAAAmBg8AGgD/////AAAQAAAAwP///73///9gAwAA3QQAAAsAAAAmBg8ADABNYXRoVHlwZQAAsAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAmgDQAAFAAAAEwJoA0gDFQAAAPsCoP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACHBAAAAC0BAQAIAAAAMgrXBEkBAQAAAE4ACAAAADIKFgLeAQEAAABYABUAAAD7AkD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAhwQAAAAtAQIABAAAAPABAQAIAAAAMgrVALMAAQAAAE4ACAAAADIKOAMdAQEAAAAxAAgAAAAyCjgDeQABAAAAaQAIAAAAMgpuAtcCAQAAAGkAEAAAAPsCQP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAQAAADwAQIACAAAADIKTgJZAAEAAADlABAAAAD7AkD/AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAgAEAAAA8AEBAAgAAAAyCjgDuAABAAAAPQAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAQAEAAAA8AECAAMAAAAAAA==)

В [1] показано, что математическое ожидание величины *Х* равно *Р*, а ее дисперсия равна *Р(1-P)*. Математическое ожидание выборочного среднего равно *Р*:

*M[P\*] = P*,

т.е. оценка *P\** является несмещенной. Дисперсия величины *P\** равна:

*D[P\*] = P(1 - P)/N.*

Специфика этой задачи в том, что *Х* в данном случае – дискретная случайная величина только с двумя возможными значениями: 0 и 1. Сделаем ограничение практически всегда выполняемым - число экспериментов достаточно велико, так что выполняются условия:

*N(1-P) > 4, NP > 4.*

Если эти условия выполнены, то частоту *P\** можно считать распределенной по гауссовскому закону. Тогда параметры этого закона:

*m\* = P, σ\* = [(1 - P)P]0.5*

В [1] приведена методика оценки доверительного интервала, которую мы приведем далее. Границы интервала, в котором заключено истинное значение вероятности события, определяются следующим образом:

*P1 = P\* - t[(1 - P\*) P\*/N]0.5,*

*P2 = P\* + t[(1 - P\*) P\*/N]0.5.*

Здесь *P\** - конкретная оценка вероятности (частоты события), а *t* находится, исходя из заданной доверительной вероятности *β*:

*t = F-1[(1+β)/2]*.

**Пример.** Производится серия из *N* экспериментов с целью оценки вероятности некоторого события. В результате этой серии экспериментов получено значение *P\** = *0.34*. Построить доверительный интервал, в котором с вероятностью *0.85* вычисляется истинная вероятность рассматриваемого события.

По табл. 1 при *β = 0.85* находим: *t* = *1.439*. Умножая это значение на величину

*![](data:image/x-wmf;base64,183GmgAAAAAAAGAHQAQBCQAAAAAwXQEACQAAA28BAAAEABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCQARgBxIAAAAmBg8AGgD/////AAAQAAAAwP///6L///8gBwAA4gMAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAmgCLwEFAAAAEwJoAvkGBQAAABQCsQJIAAUAAAATApcCdAAJAAAA+gIAACAAAAAAAAAAIgAEAAAALQEBAAUAAAAUAp8CdAAFAAAAEwLsA7QABAAAAC0BAAAFAAAAFALsA7wABQAAABMCZgATAQUAAAAUAmYAEwEFAAAAEwJmABkHFQAAAPsCoP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACHBAAAAC0BAgAIAAAAMgrXA5kDAQAAAE4ACAAAADIK3gEVBQEAAABQAAgAAAAyCt4BHgMBAAAAMQAIAAAAMgreAVQBAQAAAFAAFQAAAPsCoP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACHBAAAAC0BAwAEAAAA8AECAAgAAAAyCt4BcQYBAAAAKQAIAAAAMgreAbACAQAAACgAFQAAAPsCQP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACHBAAAAC0BAgAEAAAA8AEDAAgAAAAyCkAB9QUBAAAAKgAIAAAAMgpAATQCAQAAACoAEAAAAPsCoP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEDAAQAAADwAQIACAAAADIK3gEBBAEAAAAtAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQECAAQAAADwAQMAAwAAAAAA) ≈ 0.0335*,

получим 0.048. Откуда искомый доверительный интервал *I ≈ (0.292; 0.388).*

## 2.5. РЕКУРРЕНТНЫЕ СООТНОШЕНИЯ ДЛЯ ДИСПЕРСИИ И МАТЕМАТИЧЕСКОГО ОЖИДАНИЯ

При моделировании удобно пользоваться рекуррентной формулой для оценки математического ожидания:

*![](data:image/x-wmf;base64,183GmgAAAAAAACACIAIDCQAAAAASXgEACQAAA9cAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCIAIgAhIAAAAmBg8AGgD/////AAAQAAAAwP///7D////gAQAA0AEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAVAAAA+wJA/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIcEAAAALQEAAAgAAAAyCuIAOwEBAAAAKgAVAAAA+wJA/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIcEAAAALQEBAAQAAADwAQAACAAAADIK2AE8AQEAAABOABUAAAD7AqD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAhwQAAAAtAQAABAAAAPABAQAIAAAAMgqAATsAAQAAAG0ACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQEABAAAAPABAAADAAAAAAA=) = ![](data:image/x-wmf;base64,183GmgAAAAAAAIAEwAMACQAAAABRWQEACQAAAzEBAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCwAOABBIAAAAmBg8AGgD/////AAAQAAAAwP///6////9ABAAAbwMAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAugBQAAFAAAAEwLoAY0BEAAAAPsCQP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAgAAAAyCngCwgEBAAAA5QAQAAAA+wJA/wAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQIABAAAAPABAQAIAAAAMgpiAyECAQAAAD0AFQAAAPsCQP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACmBAAAAC0BAQAEAAAA8AECAAgAAAAyCv8AHAIBAAAATgAIAAAAMgpiA4YCAQAAADEACAAAADIKYgPiAQEAAABpAAgAAAAyCpgC0QMBAAAAaQAVAAAA+wKg/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAKYEAAAALQECAAQAAADwAQEACAAAADIKQAI8AwEAAAB4AAgAAAAyClcDawABAAAATgAIAAAAMgpeAZQAAQAAADEACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQEABAAAAPABAgADAAAAAAA=) = ![](data:image/x-wmf;base64,183GmgAAAAAAAEAGoAMBCQAAAADwWwEACQAAA04BAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCoANABhIAAAAmBg8AGgD/////AAAQAAAAwP///6////8ABgAATwMAAAsAAAAmBg8ADABNYXRoVHlwZQAAsAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAugBQAAFAAAAEwLoAWkDFQAAAPsCQP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAC+BAAAAC0BAQAIAAAAMgqiAaAEAQAAACoAFQAAAPsCQP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAC+BAAAAC0BAgAEAAAA8AEBAAgAAAAyCpgCnwUBAAAAMQAIAAAAMgqYAqEEAQAAAE4AFQAAAPsCoP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAC+BAAAAC0BAQAEAAAA8AECAAgAAAAyCkACoAMBAAAAbQAIAAAAMgpXA1kBAQAAAE4ACAAAADIKXgG7AgEAAAAxAAgAAAAyCl4BawABAAAATgAQAAAA+wJA/wAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQIABAAAAPABAQAIAAAAMgqYAjoFAQAAAC0AEAAAAPsCoP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAQAAADwAQIACAAAADIKXgHCAQEAAAAtAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQECAAQAAADwAQEAAwAAAAAA) + [1/N]xN,*

где *![](data:image/x-wmf;base64,183GmgAAAAAAACACIAIDCQAAAAASXgEACQAAA9cAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCIAIgAhIAAAAmBg8AGgD/////AAAQAAAAwP///7D////gAQAA0AEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAVAAAA+wJA/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIcEAAAALQEAAAgAAAAyCuIAOwEBAAAAKgAVAAAA+wJA/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIcEAAAALQEBAAQAAADwAQAACAAAADIK2AE8AQEAAABOABUAAAD7AqD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAhwQAAAAtAQAABAAAAPABAQAIAAAAMgqAATsAAQAAAG0ACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQEABAAAAPABAAADAAAAAAA=)* - оценка математического ожидания по выборке *xi* из *N* отсчетов, *![](data:image/x-wmf;base64,183GmgAAAAAAAOACIAICCQAAAADTXgEACQAAA/8AAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCIALgAhIAAAAmBg8AGgD/////AAAQAAAAwP///7D///+gAgAA0AEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAVAAAA+wJA/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIEEAAAALQEAAAgAAAAyCuIAOwEBAAAAKgAVAAAA+wJA/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIEEAAAALQEBAAQAAADwAQAACAAAADIK2AE6AgEAAAAxAAgAAAAyCtgBPAEBAAAATgAVAAAA+wKg/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIEEAAAALQEAAAQAAADwAQEACAAAADIKgAE7AAEAAABtABAAAAD7AkD/AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAQAEAAAA8AEAAAgAAAAyCtgB1QEBAAAALQAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)* - оценка математического ожидания по выборке *xi* из (*N-1*) отсчета. Аналогичная формула используется для рекуррентной оценки дисперсии:

*![](data:image/x-wmf;base64,183GmgAAAAAAACACIAIDCQAAAAASXgEACQAAA9cAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCIAIgAhIAAAAmBg8AGgD/////AAAQAAAAwP///7D////gAQAA0AEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAVAAAA+wJA/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAKMEAAAALQEAAAgAAAAyCuIASwEBAAAAKgAVAAAA+wJA/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAKMEAAAALQEBAAQAAADwAQAACAAAADIK2AFCAQEAAABOABUAAAD7AqD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAowQAAAAtAQAABAAAAPABAQAIAAAAMgqAAUUAAQAAAEQACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQEABAAAAPABAAADAAAAAAA=) = ![](data:image/x-wmf;base64,183GmgAAAAAAAMADoAMACQAAAABxXgEACQAAA9QAAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCoAPAAxIAAAAmBg8AGgD/////AAAQAAAAwP///6////+AAwAATwMAAAsAAAAmBg8ADABNYXRoVHlwZQAAsAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAugBQAAFAAAAEwLoAWkDFQAAAPsCoP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAC8BAAAAC0BAQAIAAAAMgpXA1kBAQAAAE4ACAAAADIKXgG7AgEAAAAxAAgAAAAyCl4BawABAAAATgAQAAAA+wKg/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQIABAAAAPABAQAIAAAAMgpeAcIBAQAAAC0ACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQEABAAAAPABAgADAAAAAAA=)![](data:image/x-wmf;base64,183GmgAAAAAAAOACIAICCQAAAADTXgEACQAAA/8AAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCIALgAhIAAAAmBg8AGgD/////AAAQAAAAwP///7D///+gAgAA0AEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAVAAAA+wJA/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIEEAAAALQEAAAgAAAAyCuIASwEBAAAAKgAVAAAA+wJA/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIEEAAAALQEBAAQAAADwAQAACAAAADIK2AFAAgEAAAAxAAgAAAAyCtgBQgEBAAAATgAVAAAA+wKg/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIEEAAAALQEAAAQAAADwAQEACAAAADIKgAFFAAEAAABEABAAAAD7AkD/AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAQAEAAAA8AEAAAgAAAAyCtgB2wEBAAAALQAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) +[1/N][xn - ![](data:image/x-wmf;base64,183GmgAAAAAAACACIAIDCQAAAAASXgEACQAAA9cAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCIAIgAhIAAAAmBg8AGgD/////AAAQAAAAwP///7D////gAQAA0AEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAVAAAA+wJA/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIcEAAAALQEAAAgAAAAyCuIAOwEBAAAAKgAVAAAA+wJA/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIcEAAAALQEBAAQAAADwAQAACAAAADIK2AE8AQEAAABOABUAAAD7AqD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAhwQAAAAtAQAABAAAAPABAQAIAAAAMgqAATsAAQAAAG0ACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQEABAAAAPABAAADAAAAAAA=)]2,* ,

где *![](data:image/x-wmf;base64,183GmgAAAAAAACACIAIDCQAAAAASXgEACQAAA9cAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCIAIgAhIAAAAmBg8AGgD/////AAAQAAAAwP///7D////gAQAA0AEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAVAAAA+wJA/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIcEAAAALQEAAAgAAAAyCuIAOwEBAAAAKgAVAAAA+wJA/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIcEAAAALQEBAAQAAADwAQAACAAAADIK2AE8AQEAAABOABUAAAD7AqD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAhwQAAAAtAQAABAAAAPABAQAIAAAAMgqAATsAAQAAAG0ACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQEABAAAAPABAAADAAAAAAA=)*- оценка математического ожидания по выборке *xi* из *N* отсчетов.

Далее можно получить несмещенную оценку дисперсии по формуле (7).

## 2.6. СРАВНЕНИЕ ХАРАКТЕРИСТИК ДВУХ СИСТЕМ

Очень часто моделирование проводится для сравнения качества двух или более систем. Очевидно, что для сравнения этих систем мы должны обеспечить максимально идентичные входные воздействия на каждую систему. Как правило, реально трудно обеспечить одинаковые условия их работы (например потому, что в каждой системе есть внутренние шумы неидеальных элементов, которые различны для разных систем). Компьютерное моделирование позволяет обеспечить одинаковые входные реализации для каждой системы. Поэтому процесс проведения статистического моделирования (для *N* реализаций или экспериментов) при решении данной задачи может быть описан следующим образом:

1) получение одной реализации входного воздействия (путем обращения к соответствующим датчикам случайных величин);

2) вычисление реакции первой системы на данное входное воздействие (вычисление того или иного показателя по итогам одного эксперимента);

3) вычисление реакции второй системы на данное входное воздействие (вычисление того или иного показателя по итогам одного эксперимента);

4) переход к первому пункту, если число экспериментов меньше или равно N. По результатам проведенных экспериментов вычисляются средние значения показателей каждой системы.

Если число проведенных экспериментов достигло требуемого значения, то программа моделирования завершает работу и выводит полученные результаты.

## 2.7. ОБРАЗЦЫ ПРОГРАММ

Далее приведены тексты двух программ, в которых рассматривается проведение статистических экспериментов.

**Программа 1(исходный файл lect4\_1.cpp, выполняемый файл lect4\_1.exe)**

Вычисление оценки математического ожидания случайной величины *E*, которая является результатом преобразования гауссовской случайной величины *X* (с нулевым математическим ожиданием и единичной дисперсией). Закон преобразования:

*e = x,* при *x > 0.5,*

*e = 0,* при *x ≤ 0.5.*

#define N 500

#include "model.h"

#include <math.h>

float e[500];

float m\_rek[500];

float m\_ist[500];

void main(void)

{ int a0; int i;

Init\_graph();

for(;;)

{ input\_int("press Enter for continue, (9-exit) ",&a0);

if( a0 = 9 ) break;

for(i=1; i < N ; i++) m\_ist[i] = exp(-0.5\*0.5/2.0)/sqrt(2\*PI);

for(i=1; i < N ; i++)

{ e[i] = gauss(0, 1); if( e[i] <= 0.5) e[i] = 0 ; }

m\_rek[1] = e[1] ;

for( i=2 ; i < N ; i++ )

m\_rek[i] = ( i -1.0)/i \*m\_rek[i-1] + 1.0/i \*e[i];

graf\_2(" matematem srednee ",m\_rek,m\_ist,1,N-1);

}

Close\_graph();

}

**Программа 2 (исходный файл lect4\_2.cpp, выполняемый файл lect4\_2.exe)**

Вычисление оценки дисперсии случайной величины *E*, которая является результатом преобразования гауссовской случайной величины *X* (с нулевым матемаматическим ожиданием и единичной дисперсией). Закон преобразования:

*e = x,* при *x ≥ 0,*

*e = 0,* при *x < 0.*

#define N 500

#include "model.h"

#include <math.h>

float e[500];

float d\_rek[500];

float d\_ist[500];

float m\_rek[500];

void main(void)

{ int a0; int i;

Init\_graph();

for(;;)

{ input\_int(" press Enter if 9 - exit ",&a0);

if(a0 = 9) break;

for(i=0 ; i < N ; i++) d\_ist[i] = ( PI -2.0 )/ PI;

for(i=0 ; i < N ; i++)

{

e[i] = gauss(0, 1);

if(e[i] < 0) e[i] = -e[i];

}

d\_rek[1] = 0;

m\_rek[1] = e[0];

for(i=2; i < N; i++)

m\_rek[i] = (i -1.0)/i \*m\_rek[i-1] + 1.0/i \*e[i];

for(i=2; i < N; i++)

d\_rek[i]=(i-1.)/i\*d\_rek[i-1]+1./i\*(e[i]-m\_rek[i] )\*(e[i]-m\_rek[i] );

graf\_2(" dispersia ",d\_rek,d\_ist,1,N-1); }

Close\_graph();

}

## 2.8. ЗАДАНИЯ К ЛАБОРАТОРНОЙ РАБОТЕ.

1. Написать программу рекуррентной оценки математического ожидания случайной величины Y. Эта случайная величина является результатом следующего преобразования гауссовской случайной величины Х (с математическим ожиданием 0 и дисперсией 1):

*y = x2*, при *х > 0*,

*y* = 0, при других *х*.

Вывести на график рекуррентную оценку математического ожидания в зависимости от количества отсчетов, участвующих в оценке. На этот же график вывести прямую истинного математического ожидания.

1. Выполнить задание 1 при условии, что случайная величина является результатом следующего преобразования гауссовской случайной величины *Х* :

*y = x*, при *х* > 0,

*y = -x*, при других *х*.

1. Выполнить задание 1 при условии, что случайная величина является результатом следующего преобразования гауссовской случайной величины *Х* :

*y = x2*, при любых *х*.

1. Написать программу рекуррентной оценки дисперсии случайной величины *Y*, которая является результатом следующего преобразования гауссовской случайной величины *Х* (с математическим ожиданием 0 и дисперсией 1):

*y = x*, при *х* > 0,

*y* = 0, при других *х*.

Вывести на график рекуррентную оценку дисперсии в зависимости от количества отсчетов, участвующих в оценке, и прямую истинного значения дисперсии.

1. Разработать программу оценки разности математических ожиданий на выходе двух систем. Система 1 представляет собой нелинейное преобразование вида *y* = *x* при *х* > 0.5 и *у* = *-х* при других *х*. Система 2 представляет собой нелинейное преобразование вида *y* = *x* при *х* > 0 и *y* = 0 при других *х*. В качестве входного воздействия выбрать гауссовский процесс с нулевым математическим ожиданием и единичной дисперсией. Вывести на график оценки разности математических ожиданий при идентичных входных реализациях, при различных входных реализациях и прямую теоретической разности математических ожиданий.
2. Выполнить задание 5, если система 1 представляет собой нелинейное преобразование вида *y = x2* при любых *х*, а система 2 представляет нелинейное преобразование вида *y* = *x* при *х* > 0 и *у* = -*х* при других *х*.
3. Выполнить задание 5, если система 1 представляет собой нелинейное преобразование вида *y = x2* при любых *х*, а система 2 представляет нелинейное преобразование вида *y* = *x* при *х* > 0 и *у* = 0 при других *х*.
4. Система обнаружения полезного сигнала на фоне белого шума представляет соединение оптимального фильтра (ОФ) и схемы принятия решения (СПР) о наличии или отсутствии полезного сигнала на входе (рис.1).

ОФ

СПР

Рис. 1

Импульсная характеристика оптимального фильтра согласована с сигналом *s(t)*=sin{-*2t*}, определенным на интервале 0< *t* <1. Шаг дискретизации равен 0.01. Модель помехи представляет собой дискретный белый гауссовский шум с дисперсией 1. Порог обнаружения в схеме принятия решения равен 15. Провести 10000 экспериментов и, считая доверительную вероятность равной 0.95, вычислить доверительный интервал.

1. Для системы обнаружения, представленной на рис.1, по результатам 10000 экспериментов вычислить доверительный интервал при следующих условиях:

*s(t)*=cos{*t*}, при 0 < *t* < 5,

шаг дискретизации равен 0.01, модель помехи - дискретный белый гауссовский шум с дисперсией 1, порог обнаружения в схеме принятия решения равен 17, доверительная вероятность равна 0.95.

## КОНТРОЛЬНЫЕ ЗАДАНИЯ

1. В результате эксперимента получена следующая реализация: 5, 7, 2, -2, 7. Построить рекуррентную оценку математического ожидания.
2. В результате эксперимента получена следующая реализация: 2, 1, 0, -2, 5. Построить рекуррентную оценку дисперсии.
3. Произведено 1000 экспериментов, связанных с обнаружением сигнала. В 720 случаях сигнал был обнаружен. Доверительная вероятность равна 0.95. Построить доверительный интервал.
4. Произведено 100 экспериментов, связанных с обнаружением сигнала. В 90 случаях сигнал был обнаружен. Доверительная вероятность равна 0.9. Построить доверительный интервал.
5. Произведено 20 экспериментов над случайной величиной Х. В результате экспериментов получены следующие результаты:  
   5.16, 5.35, 4.95, 4.84, 5.21, 5.43, 5.24, 5.17, 5.40, 4.87, 4.95, 4.97, 5.05, 5.10, 4.75, 4.84, 5.21, 5.44, 4.94, 5.21.

Найти оценку для математического ожидания величины *X* и построить доверительный интервал, соответствующий доверительной вероятности β = 0.09.

## БИБЛИОГРАФИЧЕСКИЙ СПИСОК

1. Моделирование случайных величин: Метод. указ. к лабораторной работе №1 /Сост.: Д.А. Иванников, С.М. Кашаев, Л.В. Шерстнева; НГТУ. Н.Новгород, 2001.
2. Моделирование случайных процессов: Метод. указ. к лабораторной работе №2 /Сост.: Д.А. Иванников, С.М. Кашаев, Л.В. Шерстнева; НГТУ. Н.Новгород, 2001.
3. Полов К.П. Функциональное моделирование радиотехнических устройств и систем на ЦВМ: Учеб. пособие / Горьков. политехн.ин-т. Горький, 1989.
4. Полляк Ю.Г. Вероятностное моделирование на электронных вычислительных машинах. - М.: Сов. радио,1971.
5. Венцель Е.С. Теория вероятностей. - М.: Наука,1964.
6. Моделирование в радиолокации /Под ред. А.И. Леонова. - М., 1979.
7. Математическая статистика /В.М. Иванов, В.Н. Калинин, Л.А. Неклумов и др.- М.: Высшая школа, 1981. – 371 с.
8. Гмурман В.Е. Теория вероятностей и математическая статистика. – М.: Высшая школа, 1977. – 479 с.
9. Богачев Б.М., Сысоев В.В. Теория вероятностей: Учебн. пособие / Воронеж. гос. технол. акад. Воронеж, 2000. 135 с.

**ЛАБОРАТОРНАЯ РАБОТА №5**

**«Моделирование простейшего потока»**

* 1. **Цель работы:**

Изучить свойства и характеристики простейшего потока. Сравнить теоретические и модельные значения полученных характеристик.

# На примере построения программ в среде Pascal.

# 2. Теоретические сведения

## Свойства и характеристики простейшего потока

Простейший поток обладает следующими свойствами:

***- стационарность,***

***- отсутствие последействия,***

***- ординарность.***

***Стационарность*** означает, что с течением времени вероятностные характеристики потока не меняются. Стационарность потока равносильна постоянной плотности вероятности поступления вызовов в любой момент времени, иначе говоря, для стационарного потока вероятность поступления i вызовов за промежуток длиной Δt зависит только от величины промежутка и не зависит от его расположения на оси времени (1).

Pi(t +Δt ) = Pi(t1 +Δt ) = Pi(Δt) (1)

***Последействие*** означает зависимость вероятностных характеристик потока от предыдущих событий. Иными словами, вероятность поступления iвызовов в промежуток [t1,t2] зависит от числа, времени поступления и длительности обслуживания вызовов до момента t1*.* Для случайного потока без последействия условная вероятность поступления вызовов в промежутке [t1,t2]*,* вычисленная при любых предположениях о течении процесса обслуживания вызовов до момента *t1,* равна безусловной (2).

Pi( [t1, t2] )|t< t1 = Pi( [t1, t2] ) (2)

***Ординарность*** означает практическую невозможность группового поступления вызовов. Иначе говоря, вероятность поступления двух или более вызовов за любой бесконечно малый промежуток времени Δt есть величина бесконечно малая более высокого порядка, чем Δt, т.е.

![](data:image/x-wmf;base64,183GmgAAAAAAACAFIAIBCQAAAAAQWQEACQAAAxIBAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCIAIgBRIAAAAmBg8AGgD/////AAAQAAAAwP///6b////gBAAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAVAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAPcEAAAALQEAAAgAAAAyCoABZgQBAAAAKQAIAAAAMgqAAegDAQAAAHQACAAAADIKgAF0AgEAAAAoAAgAAAAyCoABOgABAAAAUAAVAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAPcEAAAALQEBAAQAAADwAQAACAAAADIK4AHNAQEAAAAyAAgAAAAyCuAB/AABAAAAaQAQAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQAABAAAAPABAQAIAAAAMgqAAf4CAQAAAEQAEAAAAPsCIP8AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAQAAADwAQAACAAAADIK4AFFAQEAAACzAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEAAAQAAADwAQEAAwAAAAAA)=λΔt+o(Δt) (3)

К основным характеристикам случайного потока относят ***ведущую функцию, параметр и интенсивность***.

***Ведущая функция*** случайного потока ![](data:image/x-wmf;base64,183GmgAAAAAAAMADQAIACQAAAACRXwEACQAAA/wAAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCQALAAxIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+AAwAA9wEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAlEAQAAFAAAAEwJRAPAAEAAAAPsCKv7QAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAgAAAAyCp0BAAEBAAAAKAAQAAAA+wIq/tAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQIABAAAAPABAQAIAAAAMgqdARoDAQAAACkAFQAAAPsCoP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAD5BAAAAC0BAQAEAAAA8AECAAgAAAAyCqABmwIBAAAAdAAIAAAAMgqgARMCAQAAACwACAAAADIKoAFoAQEAAAAwAAgAAAAyCqABQAABAAAAeAAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAgAEAAAA8AEBAAMAAAAAAA==) есть математическое ожидание числа вызовов в промежутке [t,t+Δt]*.* Функция ![](data:image/x-wmf;base64,183GmgAAAAAAAMADQAIACQAAAACRXwEACQAAA/wAAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCQALAAxIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+AAwAA9wEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAlEAQAAFAAAAEwJRAPAAEAAAAPsCKv7QAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAgAAAAyCp0BAAEBAAAAKAAQAAAA+wIq/tAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQIABAAAAPABAQAIAAAAMgqdARoDAQAAACkAFQAAAPsCoP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACBBAAAAC0BAQAEAAAA8AECAAgAAAAyCqABmwIBAAAAdAAIAAAAMgqgARMCAQAAACwACAAAADIKoAFoAQEAAAAwAAgAAAAyCqABQAABAAAAeAAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAgAEAAAA8AEBAAMAAAAAAA==) *-* неотрицательная, неубывающая и в практических задачах теории распределения информации непрерывна и принимает только конечные значения.

***Параметр потока*** λ(t) в момент времени t есть предел отношения вероятности поступления не менее одного вызова в промежутке [t,t+Δt] к величине этого промежутка Δt при: Δt →0.

![](data:image/x-wmf;base64,183GmgAAAAAAAAANoAMACQAAAACxUAEACQAAA6oBAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCoAMADRIAAAAmBg8AGgD/////AAAQAAAAwP///6/////ADAAATwMAAAsAAAAmBg8ADABNYXRoVHlwZQAAsAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAugB4wUFAAAAEwLoAbkMFQAAAPsCoP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAA3BAAAAC0BAQAIAAAAMgpXA4UJAQAAAHQACAAAADIKXgExDAEAAAApAAgAAAAyCl4BvQsBAAAAdAAIAAAAMgpeASAJAQAAAHQACAAAADIKXgGdCAEAAAAsAAgAAAAyCl4BLggBAAAAdAAIAAAAMgpeAaoHAQAAACgACAAAADIKXgH+BQEAAABQAAkAAAAyCkAC2wMDAAAAbGltAAgAAAAyCkAC+AEBAAAAKQAIAAAAMgpAAoQBAQAAAHQACAAAADIKQAIAAQEAAAAoABUAAAD7AkD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAANwQAAAAtAQIABAAAAPABAQAIAAAAMgq2ATQHAQAAADEACAAAADIKtgGhBgEAAABpAAgAAAAyCgADUAUBAAAAMAAIAAAAMgoAA1QEAQAAAHQAEAAAAPsCoP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAQAAADwAQIACAAAADIKVwOvCAEAAABEAAgAAAAyCl4B5woBAAAARAAIAAAAMgpeAdgJAQAAACsACAAAADIKQALEAgEAAAA9AAgAAAAyCkACNQABAAAAbAAQAAAA+wJA/wAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQIABAAAAPABAQAIAAAAMgq2AdoGAQAAALMACAAAADIKAAOTBAEAAACuAAgAAAAyCgAD3wMBAAAARAAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAQAEAAAA8AECAAMAAAAAAA==) (4)

Параметр потока определяет плотность вероятности наступления вызывающего момента в момент *t.* Определение параметра равносильно предположению, что вероятность поступления хотя бы одного вызова в промежутке [t,t+Δt] с точностью до бесконечно малой пропорциональна промежутку и параметру потока λ(t):

![](data:image/x-wmf;base64,183GmgAAAAAAAAAIIAIBCQAAAAAwVAEACQAAAzIBAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCIAIACBIAAAAmBg8AGgD/////AAAQAAAAwP///6b////ABwAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAVAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AANEEAAAALQEAAAgAAAAyCoABPAcBAAAAKQAIAAAAMgqAAb4GAQAAAHQACAAAADIKgAHoAwEAAAB0AAgAAAAyCoABUgMBAAAALAAIAAAAMgqAAdoCAQAAAHQACAAAADIKgAFKAgEAAAAoAAgAAAAyCoABOgABAAAAUAAVAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AANEEAAAALQEBAAQAAADwAQAACAAAADIK4AG0AQEAAAAxAAgAAAAyCuAB/AABAAAAaQAQAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQAABAAAAPABAQAIAAAAMgqAAdQFAQAAAEQACAAAADIKgAGuBAEAAAArABAAAAD7AiD/AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAQAEAAAA8AEAAAgAAAAyCuABRQEBAAAAswAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) = λ(t) Δt +o(Δt) (5)

Для стационарных потоков вероятность поступления вызовов не зависит от времени, т. е.*,*

![](data:image/x-wmf;base64,183GmgAAAAAAAAAIIAIBCQAAAAAwVAEACQAAAzIBAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCIAIACBIAAAAmBg8AGgD/////AAAQAAAAwP///6b////ABwAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAVAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AANEEAAAALQEAAAgAAAAyCoABPAcBAAAAKQAIAAAAMgqAAb4GAQAAAHQACAAAADIKgAHoAwEAAAB0AAgAAAAyCoABUgMBAAAALAAIAAAAMgqAAdoCAQAAAHQACAAAADIKgAFKAgEAAAAoAAgAAAAyCoABOgABAAAAUAAVAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AANEEAAAALQEBAAQAAADwAQAACAAAADIK4AG0AQEAAAAxAAgAAAAyCuAB/AABAAAAaQAQAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQAABAAAAPABAQAIAAAAMgqAAdQFAQAAAEQACAAAADIKgAGuBAEAAAArABAAAAD7AiD/AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAQAEAAAA8AEAAAgAAAAyCuABRQEBAAAAswAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)=![](data:image/x-wmf;base64,183GmgAAAAAAAAAFIAIBCQAAAAAwWQEACQAAAxIBAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCIAIABRIAAAAmBg8AGgD/////AAAQAAAAwP///6b////ABAAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAVAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAOIEAAAALQEAAAgAAAAyCoABOwQBAAAAKQAIAAAAMgqAAb0DAQAAAHQACAAAADIKgAFJAgEAAAAoAAgAAAAyCoABOgABAAAAUAAVAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAOIEAAAALQEBAAQAAADwAQAACAAAADIK4AGzAQEAAAAxAAgAAAAyCuAB+wABAAAAaQAQAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQAABAAAAPABAQAIAAAAMgqAAdMCAQAAAEQAEAAAAPsCIP8AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAQAAADwAQAACAAAADIK4AFEAQEAAACzAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEAAAQAAADwAQEAAwAAAAAA),

поэтому параметр стационарного потока постоянный. Соответственно получаем

![](data:image/x-wmf;base64,183GmgAAAAAAAAAFIAIBCQAAAAAwWQEACQAAAxIBAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCIAIABRIAAAAmBg8AGgD/////AAAQAAAAwP///6b////ABAAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAVAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAOIEAAAALQEAAAgAAAAyCoABOwQBAAAAKQAIAAAAMgqAAb0DAQAAAHQACAAAADIKgAFJAgEAAAAoAAgAAAAyCoABOgABAAAAUAAVAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAOIEAAAALQEBAAQAAADwAQAACAAAADIK4AGzAQEAAAAxAAgAAAAyCuAB+wABAAAAaQAQAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQAABAAAAPABAQAIAAAAMgqAAdMCAQAAAEQAEAAAAPsCIP8AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAQAAADwAQAACAAAADIK4AFEAQEAAACzAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEAAAQAAADwAQEAAwAAAAAA)=λΔt+o(Δt) (6)

***Интенсивность*** стационарного потока μ есть математическое ожидание числа вызовов в единицу времени.

Если интенсивность характеризует поток вызовов, то параметр – поток вызывающих моментов. Поэтому всегда μ(t)≥λ(t)*,* а равенство имеет место только для ординарных потоков, когда в каждый вызывающий момент поступает только один вызов.

## Моделирование простейшего потока

Для простейшего потока вызовов длины промежутков zk = tk - tk-1 >0 времени между последовательными вызовами потока распределены по показательному закону с тем же параметром λ

P(z < t) = F(t) = ![](data:image/x-wmf;base64,183GmgAAAAAAACAIgAQACQAAAACxUgEACQAAA3IBAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCgAQgCBIAAAAmBg8AGgD/////AAAQAAAAwP///6H////gBwAAIQQAAAsAAAAmBg8ADABNYXRoVHlwZQAA8AAQAAAA+wKg/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQAACAAAADIKFgQ7AAEAAADuAAgAAAAyCt0COwABAAAA7QAIAAAAMgqjATsAAQAAAOwACAAAADIKvwPVAgEAAAA8AAgAAAAyCq8B2gUBAAAAPgAIAAAAMgqvAZ4BAQAAAC0AEAAAAPsCQP8AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAQAAADwAQAACAAAADIKEQHEAwEAAABsAAgAAAAyChEBTAMBAAAALQAVAAAA+wKg/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AANIEAAAALQEAAAQAAADwAQEACAAAADIKvwOYBAEAAAAuAAgAAAAyCr8D6AMBAAAAMAAIAAAAMgq/AxQCAQAAAHQACAAAADIKvwORAQEAAAAsAAgAAAAyCr8D5gABAAAAMAAIAAAAMgqvAZgHAQAAACwACAAAADIKrwHtBgEAAAAwAAgAAAAyCq8BEwUBAAAAdAAIAAAAMgqvAZAEAQAAACwACAAAADIKrwGiAgEAAABlAAgAAAAyCq8BxQABAAAAMQAVAAAA+wJA/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AANIEAAAALQEBAAQAAADwAQAACAAAADIKEQEwBAEAAAB0AAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEAAAQAAADwAQEAAwAAAAAA) (7)

Это обстоятельство позволяет моделировать простейший поток вызовов на заданном промежутке времени при помощи метода Монте-Карло, который основывается на следующей теореме:

**Теорема:** Если ri *–* случайные числа, равномерно распределенные на (0,1), то возможное значение xi разыгрываемой непрерывной случайно величины Х с заданной функцией распределения F(х), соответствующее ri является корнем уравнения

F(xi) = ri. (8)

Согласно этой теореме, для получения последовательности случайных значений Z*k*, распределенных по показательному закону с параметром λ, требуется для каждого случайного числа ![](data:image/x-wmf;base64,183GmgAAAAAAAIADAAICCQAAAACTXwEACQAAAwoBAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCAAKAAxIAAAAmBg8AGgD/////AAAQAAAAwP///63///9AAwAArQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAQAAAA+wIq/tAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQAACAAAADIKXQEHAQEAAAAoABAAAAD7Air+0AAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAQAEAAAA8AEAAAgAAAAyCl0B8AIBAAAAKQAVAAAA+wKg/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAL4EAAAALQEAAAQAAADwAQEACAAAADIKYAFQAgEAAAAxAAgAAAAyCmABGQIBAAAALAAIAAAAMgpgAW4BAQAAADAACAAAADIKYAE7AAEAAAByABUAAAD7AkD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAvgQAAAAtAQEABAAAAPABAAAIAAAAMgq4AaAAAQAAAGkACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQAABAAAAPABAQADAAAAAAA=), генерируемого на ПЭВМ датчиком псевдослучайных чисел, решить уравнение

1 - ![](data:image/x-wmf;base64,183GmgAAAAAAAKAC4AECCQAAAABTXQEACQAAA/8AAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwC4AGgAhIAAAAmBg8AGgD/////AAAQAAAAwP///7T///9gAgAAlAEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAVAAAA+wKA/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAB4EAAAALQEAAAgAAAAyCg4BHAIBAAAAaQAVAAAA+wJA/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAB4EAAAALQEBAAQAAADwAQAACAAAADIK3gDDAQEAAAB6ABUAAAD7AqD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAHgQAAAAtAQAABAAAAPABAQAIAAAAMgqAATUAAQAAAGUAEAAAAPsCQP8AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAQAAADwAQAACAAAADIK3gBXAQEAAABsAAgAAAAyCt4A3gABAAAALQAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)= ri, i =1,2,… (9)

Решая это уравнение относительно zi,имеем

zi = - ![](data:image/x-wmf;base64,183GmgAAAAAAAIABoAMBCQAAAAAwXAEACQAAA8QAAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCoAOAARIAAAAmBg8AGgD/////AAAQAAAAwP///6j///9AAQAASAMAAAsAAAAmBg8ADABNYXRoVHlwZQAAsAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAugBQAAFAAAAEwLoATABEAAAAPsCoP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAgAAAAyClADVQABAAAAbAAVAAAA+wKg/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AABoEAAAALQECAAQAAADwAQEACAAAADIKZQFgAAEAAAAxAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEBAAQAAADwAQIAAwAAAAAA)ln(1-ri) (10)

или

zi = - ![](data:image/x-wmf;base64,183GmgAAAAAAAIABoAMBCQAAAAAwXAEACQAAA8QAAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCoAOAARIAAAAmBg8AGgD/////AAAQAAAAwP///6j///9AAQAASAMAAAsAAAAmBg8ADABNYXRoVHlwZQAAsAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAugBQAAFAAAAEwLoATABEAAAAPsCoP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAgAAAAyClADVQABAAAAbAAVAAAA+wKg/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAKsEAAAALQECAAQAAADwAQEACAAAADIKZQFgAAEAAAAxAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEBAAQAAADwAQIAAwAAAAAA)ln(ri) i =1,2,… (11)

# Порядок выполнения работы

2.1. Сгенерировать случайные равномерно распределённые числа от 0 до 1.

2.2. По формуле zi = - ![](data:image/x-wmf;base64,183GmgAAAAAAAIABoAMBCQAAAAAwXAEACQAAA8QAAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCoAOAARIAAAAmBg8AGgD/////AAAQAAAAwP///6j///9AAQAASAMAAAsAAAAmBg8ADABNYXRoVHlwZQAAsAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAugBQAAFAAAAEwLoATABEAAAAPsCoP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAgAAAAyClADVQABAAAAbAAVAAAA+wKg/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAHkEAAAALQECAAQAAADwAQEACAAAADIKZQFgAAEAAAAxAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEBAAQAAADwAQIAAwAAAAAA)ln(ri), где *i=1, 2, …* получить *Zi* для промежутков между вызовами.

2.3. λ = 10(N+1)/(N+4)(выз/мин*); где* N – номер по журналу.

2.4. На промежутке [T1 ; T2 ], T1 = N+1, T2 =N+4мин*.* получить последовательность *tk* моментов поступления вызовов.

tk = T1 + ![](data:image/x-wmf;base64,183GmgAAAAAAAAADoAMBCQAAAACwXgEACQAAAwoBAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCoAMAAxIAAAAmBg8AGgD/////AAAQAAAAwP///7P////AAgAAUwMAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAQAAAA+wJA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQAACAAAADIKWAI5AAEAAADlABAAAAD7AkD/AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAQAEAAAA8AEAAAgAAAAyCkIDnwABAAAAPQAVAAAA+wJA/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAUEAAAALQEAAAQAAADwAQEACAAAADIK3wClAAEAAABrAAgAAAAyCkIDBAEBAAAAMQAIAAAAMgpCA1gAAQAAAGkACAAAADIKeAJaAgEAAABpABUAAAD7AqD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAABQQAAAAtAQEABAAAAPABAAAIAAAAMgogAqgBAQAAAHoACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQAABAAAAPABAQADAAAAAAA=)

до тех пор пока tk ≤ T2

* 1. Полученные данные свести в таблицу:

|  |  |  |
| --- | --- | --- |
| *Ri* | *Zi* | *Tk* |
| *r1* | z*1* | *T1* |
| *r2* | z*2* | *T2* |
| . | . | . |
| . | . | . |

2.6. Провести статистическую обработку полученных результатов, для этого разделить заданный интервал на 24 равных промежутка длиной:

τ = ![](data:image/x-wmf;base64,183GmgAAAAAAAGAEoAMBCQAAAADQWQEACQAAAwEBAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCoANgBBIAAAAmBg8AGgD/////AAAQAAAAwP///6////8gBAAATwMAAAsAAAAmBg8ADABNYXRoVHlwZQAAsAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAugBQAAFAAAAEwLoARQEFQAAAPsCoP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAD9BAAAAC0BAQAIAAAAMgpXA4ABAgAAADI0CAAAADIKXgHjAgEAAABUAAgAAAAyCl4BVQABAAAAVAAVAAAA+wJA/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAP0EAAAALQECAAQAAADwAQEACAAAADIKtgGOAwEAAAAxAAgAAAAyCrYBFQEBAAAAMgAQAAAA+wKg/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQEABAAAAPABAgAIAAAAMgpeAd8BAQAAAC0ACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQIABAAAAPABAQADAAAAAAA=), (мин).

Для каждого промежутка определить x (τ) – количество вызовов, попавших в промежуток, длиной τ*.*

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| *N интервала* | *1* | *2* | *. . .* | *24* |
| *x(τ )* |  |  |  |  |

Получить таблицу статистического распределения случайной величины

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| *x(τ )* | *0* | *1* | *2* | *. . .* |
| *Nk* | *n1* | *N2* | *n3* | *. . .* |

n = ∑ nk = 24

nk *-* количество интервалов в которое попало *к* вызовов.

2.7. Определить модельное значение параметра потока:

a = ![](data:image/x-wmf;base64,183GmgAAAAAAAIAKwAMACQAAAABRVwEACQAAA2sBAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCwAOAChIAAAAmBg8AGgD/////AAAQAAAAwP///6j///9ACgAAaAMAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAvsAQAAFAAAAEwL7APAABQAAABQC6AHyAwUAAAATAugB3QQQAAAA+wJA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQEACAAAADIKeAIWBQEAAADlABAAAAD7AqD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAgAEAAAA8AEBAAgAAAAyCkACygcBAAAAdAAIAAAAMgpAAt0CAQAAAD0ACAAAADIKQAKAAQEAAAB0ABUAAAD7AkD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAoAQAAAAtAQEABAAAAPABAgAIAAAAMgpiA4IFAQAAAGsACAAAADIKmAKwCQEAAABrABUAAAD7AqD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAoAQAAAAtAQIABAAAAPABAQAIAAAAMgpAAuMIAQAAAG4ACAAAADIKQAJkCAEAAAApAAgAAAAyCkACSwcBAAAAKAAIAAAAMgpAAooGAQAAAHgACAAAADIKUAMNBAEAAABuAAgAAAAyCmUBDwQBAAAAMQAIAAAAMgpAAhoCAQAAACkACAAAADIKQAIBAQEAAAAoAAgAAAAyCkACQAABAAAAeAAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAQAEAAAA8AECAAMAAAAAAA==) - мат. ожидание числа вызовов в *к* интервале.

a = ![](data:image/x-wmf;base64,183GmgAAAAAAAMABAAIDCQAAAADSXQEACQAAA6cAAAADABIAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCAALAARIAAAAmBg8AGgD/////AAAQAAAAwP///7n///+AAQAAuQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAk8AQAAFAAAAEwJPAPAAEAAAAPsCoP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAgAAAAyCqAB6wABAAAAdAAIAAAAMgqgATUAAQAAAGwACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQIABAAAAPABAQADAAAAAAA=)⇒ ![](data:image/x-wmf;base64,183GmgAAAAAAAEABAAIDCQAAAABSXQEACQAAA58AAAADABIAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCAAJAARIAAAAmBg8AGgD/////AAAQAAAAwP///63///8AAQAArQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAlsAQAAFAAAAEwJbAO8AEAAAAPsCoP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAgAAAAyCqABNQABAAAAbAAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAgAEAAAA8AEBAAMAAAAAAA==) = ![](data:image/x-wmf;base64,183GmgAAAAAAAGABoAMACQAAAADRXAEACQAAA8QAAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCoANgARIAAAAmBg8AGgD/////AAAQAAAAwP///6////8gAQAATwMAAAsAAAAmBg8ADABNYXRoVHlwZQAAsAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAugBQAAFAAAAEwLoARQBEAAAAPsCoP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAgAAAAyClcDYwABAAAAdAAVAAAA+wKg/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAMgEAAAALQECAAQAAADwAQEACAAAADIKXgFVAAEAAABhAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEBAAQAAADwAQIAAwAAAAAA)

2.8. Для заданного ( λ ) и модельного значения (![](data:image/x-wmf;base64,183GmgAAAAAAAEABAAIDCQAAAABSXQEACQAAA58AAAADABIAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCAAJAARIAAAAmBg8AGgD/////AAAQAAAAwP///63///8AAQAArQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAlsAQAAFAAAAEwJbAO8AEAAAAPsCoP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAgAAAAyCqABNQABAAAAbAAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAgAEAAAA8AEBAAMAAAAAAA==)), определить:

1). Вероятность отсутствия вызовов P0 ( t ) за промежуток t = T2 - T1 ;

2). Вероятность поступления одного вызова P1 ( t ) ;

3). Вероятность поступления четырёх вызовов P4 ( t );

4). Вероятность поступления не менее пяти вызовов

P≥5 ( t )=1-( P0 + P1 + P2 + P3 + P4 );

5). Вероятность поступления менее трёх вызовов

P<3 ( t )= P0 + P1 + P2;

6). Вероятность поступления не более семи вызовов

P≤ 7 ( t )= P0 + . . . + P7;

7). Вероятность, что промежуток между вызовами *Zk*

P[ 0.1 < *Zk* < 0.5 ] = F(0.5) - F(0.1) .

2.9. Сделать выводы.

# Контрольные вопросы

* 1. По каким свойствам классифицируются случайные потоки?
  2. Дать определение свойствам:
* стационарность;
* ординарность;
* отсутствие последействия.
  1. Дать определения числовым характеристикам случайных потоков:
* параметр потока λ;
* интенсивность потока μ;
* ведущая функция потока.
  1. Для каких потоков совпадают значения параметра потока и интенсивности: λ = μ?
  2. По какому закону распределён промежуток между соседними вызовами в простейшем потоке?
  3. По какому закону распределена случайная величина, характеризующая количество вызовов простейшего потока, попавших в некоторый промежуток ?
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**ЛАБОРАТОРНАЯ РАБОТА №6**

**«Суммирование случайных потоков»**

**1. Цель работы:**

Исследовать сумму двух простейших потоков и определить характеристики результирующего потока.

# На примере построения программ в среде Pascal.

# 2. Теоретические сведения

## Суммирование и разъединение простейших потоков

При объединении нескольких независимых простейших потоков образуется также простейший поток с параметром, равным сумме параметров исходных потоков. При разъединении поступающего простейшего потока с параметром λ на n направлений так, что каждый вызов исходного потока с вероятностью ![](data:image/x-wmf;base64,183GmgAAAAAAAAAH4AMBCQAAAADwWgEACQAAA3IBAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwC4AMABxIAAAAmBg8AGgD/////AAAQAAAAwP///7P////ABgAAkwMAAAsAAAAmBg8ADABNYXRoVHlwZQAA0AAQAAAA+wKg/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQAACAAAADIKcgJIBgEAAAD3AAgAAAAyCmgDSAYBAAAA+AAIAAAAMgqRAUgGAQAAAPYACAAAADIKcgI5AQEAAADnAAgAAAAyCmgDOQEBAAAA6AAIAAAAMgqRATkBAQAAAOYACAAAADIKQAKnBAEAAAA9ABAAAAD7AkD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAQAEAAAA8AEAAAgAAAAyCncC5wEBAAAA5QAQAAAA+wJA/wAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQAABAAAAPABAQAIAAAAMgphA00CAQAAAD0AFQAAAPsCoP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACgBAAAAC0BAQAEAAAA8AEAAAgAAAAyCkACmQUBAAAAMQAIAAAAMgpAAlEDAQAAAFAACAAAADIKQAI7AAEAAABQABUAAAD7AkD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAoAQAAAAtAQAABAAAAPABAQAIAAAAMgr/AFMCAQAAAG4ACAAAADIKYQOnAgEAAAAxAAgAAAAyCmEDEQIBAAAAaQAIAAAAMgqYAvUDAQAAAGkACAAAADIKmALfAAEAAABpAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEBAAQAAADwAQAAAwAAAAAA) поступает на i-е на правление, поток i-го направления также будет простейшим с параметром λPi. Эти свойства простейшего потока широко используются на практике, поскольку значительно упрощают расчёты стационарного оборудования и сетей связи.

## Экспериментальная проверка соответствия реального потока простейшему

В простейшем потоке промежутки z между соседними вызовами распределены по показательному (экспоненциальному) закону с параметром λ:

![](data:image/x-wmf;base64,183GmgAAAAAAAOAFIAIBCQAAAADQWQEACQAAAxoBAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCIALgBRIAAAAmBg8AGgD/////AAAQAAAAwP///7D///+gBQAA0AEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAVAAAA+wJA/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIQEAAAALQEAAAgAAAAyCuIASwUBAAAAdAAVAAAA+wKg/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIQEAAAALQEBAAQAAADwAQAACAAAADIKgAG2AwEAAABlAAgAAAAyCoAB6QEBAAAAKQAIAAAAMgqAAXUBAQAAAHQACAAAADIKgAHxAAEAAAAoAAgAAAAyCoABOwABAAAAcAAQAAAA+wJA/wAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQAABAAAAPABAQAIAAAAMgriAN8EAQAAAGwACAAAADIK4gBmBAEAAAAtABAAAAD7AqD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABrAIBAAAAPQAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==).

Определим математическое ожидание, дисперсию и среднеквадратическое отклонение промежутка *z*:

![](data:image/x-wmf;base64,183GmgAAAAAAAMAR4AMACQAAAAAxTAEACQAAA7oBAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwC4APAERIAAAAmBg8AGgD/////AAAQAAAAwP///7n///+AEQAAmQMAAAsAAAAmBg8ADABNYXRoVHlwZQAA0AAQAAAA+wJA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQAACAAAADIKngKVAwEAAADyAAgAAAAyCp4CVAkBAAAA8gAQAAAA+wJA/wAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQEABAAAAPABAAAIAAAAMgrZAIwDAQAAAKUACAAAADIK2QBLCQEAAAClAAgAAAAyCqIBUAwBAAAAbAAIAAAAMgqiAdwLAQAAAC0AEAAAAPsCoP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEAAAQAAADwAQEACAAAADIKQAKyEAEAAABsAAgAAAAyCkACdg4BAAAAPQAIAAAAMgpAAmgKAQAAAGwACAAAADIKQAI8CAEAAAA9AAgAAAAyCkACfQIBAAAAPQAVAAAA+wJA/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIMEAAAALQEBAAQAAADwAQAACAAAADIKiAOiAwEAAAAwAAgAAAAyCogDYQkBAAAAMAAIAAAAMgqiAbsMAQAAAHQACAAAADIKmAKTAQEAAABaABUAAAD7AqD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAgwQAAAAtAQAABAAAAPABAQAIAAAAMgpAAh8QAQAAAC8ACAAAADIKQAJfDwEAAAAxAAgAAAAyCkACCQ0CAAAAZHQIAAAAMgpAAi0LAQAAAGUACAAAADIKQAIGCgEAAAB0AAgAAAAyCkACzwYCAAAAZHQIAAAAMgpAAlYGAQAAACkACAAAADIKQALjBQEAAAB0AAgAAAAyCkACXwUBAAAAKAAIAAAAMgpAAkcEAgAAAHRwCAAAADIKQAI7AAEAAABNAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEBAAQAAADwAQAAAwAAAAAA)

![](data:image/x-wmf;base64,183GmgAAAAAAAAAa4AMACQAAAADxRwEACQAAAyICAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwC4AMAGhIAAAAmBg8AGgD/////AAAQAAAAwP///7n////AGQAAmQMAAAsAAAAmBg8ADABNYXRoVHlwZQAA0AAQAAAA+wJA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQAACAAAADIKngJGAwEAAADyAAgAAAAyCp4CLg0BAAAA8gAQAAAA+wJA/wAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQEABAAAAPABAAAIAAAAMgrZAD0DAQAAAKUACAAAADIK2QAlDQEAAAClAAgAAAAyCqIBpRABAAAAbAAIAAAAMgqiASwQAQAAAC0AEAAAAPsCoP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEAAAQAAADwAQEACAAAADIKQAKNGAEAAABsAAgAAAAyCkACVxYBAAAAPQAIAAAAMgpAAuEUAQAAAGwACAAAADIKQAK5EgEAAAAtAAgAAAAyCkACvw4BAAAAbAAIAAAAMgpAAhQMAQAAAD0ACAAAADIKQAJmCAEAAAAtAAgAAAAyCkACLAIBAAAAPQAVAAAA+wJA/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAL0EAAAALQEBAAQAAADwAQAACAAAADIKiANTAwEAAAAwAAgAAAAyCogDOw0BAAAAMAAIAAAAMgqiATQZAQAAADIACAAAADIKogGIFQEAAAAyAAgAAAAyCqIBEBEBAAAAdAAIAAAAMgqiAVgOAQAAADIACAAAADIKogG2CgEAAAAyAAgAAAAyCqIBcAQBAAAAMgAIAAAAMgqYAkgBAQAAAFoAFQAAAPsCoP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAC9BAAAAC0BAAAEAAAA8AEBAAgAAAAyCkAC/RcBAAAALwAIAAAAMgpAAkIXAQAAADEACAAAADIKQAJRFAEAAAAvAAgAAAAyCkAClhMBAAAAMQAIAAAAMgpAAlcRAgAAAGR0CAAAADIKQAKEDwEAAABlAAgAAAAyCkAC3A0BAAAAdAAIAAAAMgpAAiMLAQAAAHoACAAAADIKQAJqCQEAAABNAAgAAAAyCkACBAcCAAAAZHQIAAAAMgpAAosGAQAAACkACAAAADIKQAIXBgEAAAB0AAgAAAAyCkACkwUBAAAAKAAIAAAAMgpAAt0EAQAAAHAACAAAADIKQAL0AwEAAAB0AAgAAAAyCkACOwABAAAARAAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==);

![](data:image/x-wmf;base64,183GmgAAAAAAAGAJAAIBCQAAAABwVQEACQAAAyMBAAAEABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCAAJgCRIAAAAmBg8AGgD/////AAAQAAAAwP///73///8gCQAAvQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAkwBGAMFAAAAEwIyAUQDCQAAAPoCAAAgAAAAAAAAACIABAAAAC0BAQAFAAAAFAI6AUQDBQAAABMCsAGEAwQAAAAtAQAABQAAABQCsAGMAwUAAAATAksA4wMFAAAAFAJLAOMDBQAAABMCSwCrBRAAAAD7AqD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAgAIAAAAMgqgAVUIAQAAAGwACAAAADIKoAEJBgEAAAA9AAgAAAAyCqAB+AEBAAAAPQAIAAAAMgqgATUAAQAAAHMAFQAAAPsCoP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACrBAAAAC0BAwAEAAAA8AECAAgAAAAyCqABuwcBAAAALwAIAAAAMgqgAfUGAQAAADEACAAAADIKoAH6AwIAAABEeggAAAAyCqABBgEBAAAAegAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAgAEAAAA8AEDAAMAAAAAAA==).

Полученное совпадение величин Mz и z характерно для показательного распределения. Это свойство на практике используют как критерий для первоначальной проверки соответствия гипотезы о показательном распределении полученным статистическим данным.

Другой способ проверки основывается на том, что количество вызовов простейшего потока, попавших в интервал времени ***t*** описывается распределением Пуассона:

![](data:image/x-wmf;base64,183GmgAAAAAAAAAJwAMACQAAAADRVAEACQAAA3EBAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCwAMACRIAAAAmBg8AGgD/////AAAQAAAAwP///63////ACAAAbQMAAAsAAAAmBg8ADABNYXRoVHlwZQAAsAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAggCFgQFAAAAEwIIAskGFQAAAPsCQP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAADZBAAAAC0BAQAIAAAAMgrCAYEIAQAAAHQACAAAADIK5QBbBgEAAABpAAgAAAAyCrgC3wABAAAAaQAVAAAA+wKg/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AANkEAAAALQECAAQAAADwAQEACAAAADIKYAL6BgEAAABlAAgAAAAyCnIDbQUBAAAAIQAIAAAAMgpyAx8FAQAAAGkACAAAADIKgwHeBQEAAAApAAgAAAAyCoMBagUBAAAAdAAIAAAAMgqDASsEAQAAACgACAAAADIKYAI2AgEAAAApAAgAAAAyCmACwgEBAAAAdAAIAAAAMgpgAj4BAQAAACgACAAAADIKYAI7AAEAAABQABAAAAD7AkD/AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAQAEAAAA8AECAAgAAAAyCsIBFQgBAAAAbAAIAAAAMgrCAaQHAQAAAC0AEAAAAPsCoP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQECAAQAAADwAQEACAAAADIKgwGkBAEAAABsAAgAAAAyCmAC/QIBAAAAPQAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAQAEAAAA8AECAAMAAAAAAA==)

Определим математическое ожидание Мi и дисперсию Di числа вызовов за промежуток t:

![](data:image/x-wmf;base64,183GmgAAAAAAAMAcoAMACQAAAABxQQEACQAAA5oCAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCoAPAHBIAAAAmBg8AGgD/////AAAQAAAAwP///7P///+AHAAAUwMAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAQAAAA+wJA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQAACAAAADIKWAK1CgEAAADlAAgAAAAyClgCohQBAAAA5QAIAAAAMgpYAjsDAQAAAOUAEAAAAPsCQP8AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAQAAADwAQAACAAAADIK3wAOCwEAAAClAAgAAAAyCkIDGwsBAAAAPQAIAAAAMgrfAPsUAQAAAKUACAAAADIKQgMCFQEAAAA9AAgAAAAyCoIBzxMBAAAAbAAIAAAAMgqCAVYTAQAAAC0ACAAAADIKggHiCQEAAABsAAgAAAAyCoIBaQkBAAAALQAIAAAAMgrfAJQDAQAAAKUACAAAADIKQgOhAwEAAAA9ABAAAAD7AqD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAAAEAAAA8AEBAAgAAAAyCiACSRsBAAAAbAAIAAAAMgogAj0aAQAAAD0ACAAAADIKIAJ7FgEAAABsAAgAAAAyCiAChREBAAAAbAAIAAAAMgogAnkQAQAAAD0ACAAAADIKIALyDAEAAABsAAgAAAAyCiACtQcBAAAAPQAIAAAAMgogAisCAQAAAD0AFQAAAPsCQP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAC9BAAAAC0BAQAEAAAA8AEAAAgAAAAyCkIDggsBAAAAMQAIAAAAMgpCA9IKAQAAAGkACAAAADIKQgN7FQEAAAAwAAgAAAAyCkIDqhQBAAAAcgAIAAAAMgqCATYYAQAAAHIACAAAADIKggE7FAEAAAB0AAgAAAAyCoIBpw4BAAAAaQAIAAAAMgqCAU4KAQAAAHQACAAAADIKQgMIBAEAAAAxAAgAAAAyCkIDWAMBAAAAaQAIAAAAMgp4ApsFAQAAAGkACAAAADIKeAKCAQEAAABpABUAAAD7AqD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAvQQAAAAtAQAABAAAAPABAQAIAAAAMgogAg8cAQAAAHQACAAAADIKIALIGQEAAAAhAAgAAAAyCiACXxkBAAAAcgAIAAAAMgogAskYAQAAAC8ACAAAADIKIAK1FwEAAAApAAgAAAAyCiACQRcBAAAAdAAIAAAAMgogAgIWAQAAACgACAAAADIKIAJLEgIAAAB0ZQgAAAAyCiACBBABAAAAIQAIAAAAMgogArYPAQAAAGkACAAAADIKIAIrDwEAAAAvAAgAAAAyCiACLA4BAAAAKQAIAAAAMgogArgNAQAAAHQACAAAADIKIAJ5DAEAAAAoAAgAAAAyCiACEAwBAAAAaQAIAAAAMgogAsEIAQAAAGUACAAAADIKIALwBgEAAAApAAgAAAAyCiACfAYBAAAAdAAIAAAAMgogAvgFAQAAACgACAAAADIKIAKWBAIAAABpUAgAAAAyCiACOwABAAAATQAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==);

![](data:image/x-wmf;base64,183GmgAAAAAAAMAaoAMACQAAAABxRwEACQAAA2oCAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCoAPAGhIAAAAmBg8AGgD/////AAAQAAAAwP///7P///+AGgAAUwMAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAQAAAA+wJA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQAACAAAADIKWAL5AgEAAADlAAgAAAAyClgCSA4BAAAA5QAQAAAA+wJA/wAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQEABAAAAPABAAAIAAAAMgrfAFEDAQAAAKUACAAAADIKQgNfAwEAAAA9AAgAAAAyCt8AoA4BAAAApQAIAAAAMgpCA64OAQAAAD0ACAAAADIKggF1DQEAAABsAAgAAAAyCoIB/QwBAAAALQAQAAAA+wKg/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQAABAAAAPABAQAIAAAAMgogAlMZAQAAAGwACAAAADIKIAJHGAEAAAA9AAgAAAAyCiACvBUBAAAAbAAIAAAAMgogAn0UAQAAAC0ACAAAADIKIAISEQEAAABsAAgAAAAyCiACSgsBAAAAPQAIAAAAMgogAuEHAQAAAC0ACAAAADIKIALpAQEAAAA9ABUAAAD7AkD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAA3gQAAAAtAQEABAAAAPABAAAIAAAAMgpCA8UDAQAAADEACAAAADIKQgMWAwEAAABpAAgAAAAyCkIDFA8BAAAAMQAIAAAAMgpCA2UOAQAAAGkACAAAADIKggF3FwEAAAAyAAgAAAAyCoIBxxIBAAAAaQAIAAAAMgqCARUQAQAAADIACAAAADIKggHhDQEAAAB0AAgAAAAyCoIBMgoBAAAAMgAIAAAAMgp4AtUFAQAAAGkACAAAADIKggHGBAEAAAAyAAgAAAAyCngCQAEBAAAAaQAVAAAA+wKg/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAN4EAAAALQEAAAQAAADwAQEACAAAADIKIAIZGgEAAAB0AAgAAAAyCiAC9hYBAAAAKQAIAAAAMgogAoIWAQAAAHQACAAAADIKIAJDFQEAAAAoAAgAAAAyCiACJBQBAAAAIQAIAAAAMgogAtYTAQAAAGkACAAAADIKIAJLEwEAAAAvAAgAAAAyCiACTBIBAAAAKQAIAAAAMgogAtgRAQAAAHQACAAAADIKIAKZEAEAAAAoAAgAAAAyCiACpA8BAAAAaQAIAAAAMgogAlYMAQAAAGUACAAAADIKIAKVCgEAAABpAAgAAAAyCiAC5QgBAAAATQAIAAAAMgogAioHAQAAACkACAAAADIKIAK2BgEAAAB0AAgAAAAyCiACMgYBAAAAKAAIAAAAMgogAjQFAQAAAFAACAAAADIKIAJVBAEAAABpAAgAAAAyCiACOwABAAAARAAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==).

Совпадение математического ожидания и дисперсии числа вызовов за промежуток t означает соответствие реального потока простейшему. Допустим, для некоторого реального потока получен ряд чисел x1, x2, …, xn, характеризующий число вызовов, поступающих в *n* промежутков длиной t. Обычно принимают t = 15 мин. Рассчитываются среднее значение и несмещенная оценка дисперсии величины *x*:

![](data:image/x-wmf;base64,183GmgAAAAAAAMAGwAMACQAAAAARWwEACQAAA1kBAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCwAPABhIAAAAmBg8AGgD/////AAAQAAAAwP///7P///+ABgAAcwMAAAsAAAAmBg8ADABNYXRoVHlwZQAA0AAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAtsAQAAFAAAAEwLbAPAAEAAAAPsCQP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAgAAAAyClcCWQIBAAAA5QAQAAAA+wJA/wAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQIABAAAAPABAQAIAAAAMgpBA8QCAQAAAD0AEAAAAPsCoP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAQAAADwAQIACAAAADIKIAJLAQEAAAA9ABUAAAD7AkD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAUwQAAAAtAQIABAAAAPABAQAIAAAAMgrfAMUCAQAAAG4ACAAAADIKQQMfAwEAAAAxAAgAAAAyCkEDkwIBAAAAagAIAAAAMgp4AqsEAQAAAGoAFQAAAPsCoP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAABTBAAAAC0BAQAEAAAA8AECAAgAAAAyCiACzQUBAAAAbgAIAAAAMgogAi8FAQAAAC8ACAAAADIKIALNAwEAAAB4AAgAAAAyCiACQAABAAAAeAAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAgAEAAAA8AEBAAMAAAAAAA==);

![](data:image/x-wmf;base64,183GmgAAAAAAAAAOwAMACQAAAADRUwEACQAAA5kBAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCwAMADhIAAAAmBg8AGgD/////AAAQAAAAwP///7P////ADQAAcwMAAAsAAAAmBg8ADABNYXRoVHlwZQAA0AAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAtkA7AcFAAAAEwLZAJwIEAAAAPsCQP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAgAAAAyClcCaAMBAAAA5QAQAAAA+wJA/wAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQIABAAAAPABAQAIAAAAMgpBA9QDAQAAAD0AEAAAAPsCoP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAQAAADwAQIACAAAADIKIALgCwEAAAAtAAgAAAAyCiAC3QYBAAAALQAIAAAAMgogAk4CAQAAAD0AFQAAAPsCQP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACNBAAAAC0BAgAEAAAA8AEBAAgAAAAyCt8A1AMBAAAAbgAIAAAAMgpBAzAEAQAAADEACAAAADIKQQOhAwEAAABqAAgAAAAyCoIBNgkBAAAAMgAIAAAAMgp4AkAGAQAAAGoAFQAAAPsCoP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACNBAAAAC0BAQAEAAAA8AECAAgAAAAyCiACWA0BAAAAKQAIAAAAMgogAsMMAQAAADEACAAAADIKIALbCgEAAABuAAgAAAAyCiAC+QkCAAAALygIAAAAMgogAq0IAQAAACkACAAAADIKIALsBwEAAAB4AAgAAAAyCiACXQUBAAAAeAAIAAAAMgogAtkEAQAAACgACAAAADIKIAI7AAIAAABEeAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQECAAQAAADwAQEAAwAAAAAA).

В зависимости от степени совпадения величин ![](data:image/x-wmf;base64,183GmgAAAAAAAEAB4AECCQAAAACzXgEACQAAA6QAAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwC4AFAARIAAAAmBg8AGgD/////AAAQAAAAwP///63///8AAQAAjQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAlsAQAAFAAAAEwJbAPAAFQAAAPsCoP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAABmBAAAAC0BAQAIAAAAMgqgAUAAAQAAAHgACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQIABAAAAPABAQADAAAAAAA=) и Dx делается вывод о приемлемости модели простейшего потока. Для дальнейшего анализа можно использовать третий центральный момент, величина которого тоже равна ![](data:image/x-wmf;base64,183GmgAAAAAAAKABoAEDCQAAAAASXgEACQAAA60AAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCoAGgARIAAAAmBg8AGgD/////AAAQAAAAwP///83///9gAQAAbQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAVAAAA+wKg/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAHoEAAAALQEAAAgAAAAyCkAB+wABAAAAdAAQAAAA+wKg/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQEABAAAAPABAAAIAAAAMgpAATUAAQAAAGwACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQAABAAAAPABAQADAAAAAAA=).

# Порядок выполнения работы

* 1. Промоделировать два простейших потока. Использовать методику 2.1-2.6 л. р. №5

![](data:image/x-wmf;base64,183GmgAAAAAAAMAHoAMACQAAAABxWgEACQAAAyEBAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCoAPABxIAAAAmBg8AGgD/////AAAQAAAAwP///6j///+ABwAASAMAAAsAAAAmBg8ADABNYXRoVHlwZQAAsAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAugBRwQFAAAAEwLoAX0HFQAAAPsCoP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAADPBAAAAC0BAQAIAAAAMgpRA74GAQAAADQACAAAADIKUQNsBAEAAABOAAgAAAAyCmUBuAYBAAAAMQAIAAAAMgplAY0EAQAAAE4ACAAAADIKQAK0AgIAAAAxMBUAAAD7AkD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAzwQAAAAtAQIABAAAAPABAQAIAAAAMgqYAvoAAQAAADEAEAAAAPsCoP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAQAAADwAQIACAAAADIKUQOzBQEAAAArAAgAAAAyCmUB1AUBAAAAKwAIAAAAMgpAAsUBAQAAAD0ACAAAADIKQAI1AAEAAABsAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQECAAQAAADwAQEAAwAAAAAA);

![](data:image/x-wmf;base64,183GmgAAAAAAAOAHoAMACQAAAABRWgEACQAAAyEBAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCoAPgBxIAAAAmBg8AGgD/////AAAQAAAAwP///6j///+gBwAASAMAAAsAAAAmBg8ADABNYXRoVHlwZQAAsAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAugBZAQFAAAAEwLoAZkHFQAAAPsCoP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACNBAAAAC0BAQAIAAAAMgpRA9oGAQAAADQACAAAADIKUQOJBAEAAABOAAgAAAAyCmUB1AYBAAAAMQAIAAAAMgplAaoEAQAAAE4ACAAAADIKQALWAgIAAAAxNRUAAAD7AkD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAjQQAAAAtAQIABAAAAPABAQAIAAAAMgqYAg4BAQAAADIAEAAAAPsCoP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAQAAADwAQIACAAAADIKUQPQBQEAAAArAAgAAAAyCmUB8QUBAAAAKwAIAAAAMgpAAucBAQAAAD0ACAAAADIKQAI1AAEAAABsAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQECAAQAAADwAQEAAwAAAAAA).

|  |  |  |  |
| --- | --- | --- | --- |
| *Nинт* | *1* | *. . .* | *24* |
| *x1(τ )* |  |  |  |
| *x2(τ )* |  |  |  |
| *x1+x2* |  |  |  |

* 1. Получить суммарный поток складывая x(τ )соответствующих интервалов. Построить графики х1(n), x2(n), x(n),

где n- № интервала,

х1 , x2 , x *-* количество вызовов, попавших в интервал для I, II и суммарного потока соответственно.

* 1. Для суммарного потока получить λсум модельное. Использовать методику п. 2.7 л. р. №5.
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  3. Рассчитать оценки дисперсии и математического ожидания случайной величины x(τ ) - количество вызовов суммарного потока, попавших в интервал *τ.*
  4. Сделать выводы.

# Контрольные вопросы.

3.1. Какой поток образуется при объединении n простейших потоков?

3.2. Чему равны параметры потоков, образовавшихся при разъединении простейшего потока.

3.3. Какой способ проверки соответствия реального потока простейшему, используют:

а) если измерены промежутки между вызовами потока?

б) если подсчитано число вызовов, попавших в промежутки равной длины?
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**ЛАБОРАТОРНАЯ РАБОТА № 7**

**«Анализ *V*-канальной СМО с явными потерями»**

**1. Цельработы:**

Исследовать 1-е распределение Эрланга и характеристики качества СМО с явными потерями.

# На примере построения программ в среде Pascal.

# 2.Теоретические сведения

# Первое распределение Эрланга, характеристики качества

На вход V-канальной СМО с явными потерями поступает простейший поток вызовов с параметром Λ (Эрл.).
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Рис.1.1. Граф состояний СМО с явными потерями

Вероятности всех состояний системы (в установившемся режиме) дает первое распределение Эрланга:
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К основным характеристикам качества обслуживания рассматриваемой СМО относятся:

**- Вероятность потерь по вр****емени.**
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**- Вероятность потери вызова.**

Для простейшего потока вызовов

Pв = Λпот /Λ = Λ Pν / P = Pν = Eν(Λ)

Таким образом, вероятность потери вызова совпадает с вероятностью потерь по времени.

**- Интенсивность обслуженной нагрузки.**
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**- Интенсивность потенциальной нагрузки**

![](data:image/x-wmf;base64,183GmgAAAAAAAMAMoAMACQAAAABxUQEACQAAA4oBAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCoAPADBIAAAAmBg8AGgD/////AAAQAAAAwP///7P///+ADAAAUwMAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAQAAAA+wKg/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQAACAAAADIKIAJ+CwEAAABMAAgAAAAyCiACbAoBAAAAPQAIAAAAMgogAroGAQAAAEwACAAAADIKIAKoBQEAAAA9AAgAAAAyCiACjwEBAAAAPQAQAAAA+wJA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQEABAAAAPABAAAIAAAAMgpXArsHAQAAAOUACAAAADIKVwKfAgEAAADlABAAAAD7AkD/AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAAAEAAAA8AEBAAgAAAAyCt8AFAgBAAAApQAIAAAAMgpBAxEIAQAAAD0ACAAAADIK3wD4AgEAAAClAAgAAAAyCkEDBQMBAAAAPQAVAAAA+wJA/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AALsEAAAALQEBAAQAAADwAQAACAAAADIKQQOKCAEAAAAwAAgAAAAyCkEDyAcBAAAAaQAIAAAAMgp4AsMJAQAAAGkACAAAADIKQQNsAwEAAAAxAAgAAAAyCkEDvAIBAAAAaQAIAAAAMgp4Av8EAQAAAGkAFQAAAPsCoP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAC7BAAAAC0BAAAEAAAA8AEBAAgAAAAyCiACIQkBAAAAUAAIAAAAMgogAvoDAgAAAGlQCAAAADIKIAI7AAEAAABBAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEBAAQAAADwAQAAAwAAAAAA)

Равенство интенсивностей потенциальной и поступающей нагрузок обусловливает равенство интенсивностей потерянной Λпот и избыточной R нагрузок:

Λпот = R = ΛEV(Λ)

Из чего непосредственно следует равенство потерь по нагрузке и по вызову. Таким образом, все три вида потерь равны между собой. Объясняется это двумя свойствами простейшей потока: стационарностью и отсутствием последействия.

# Порядок выполнения работы:

* 1. Построить графики распределения Pi для V-канальной СМО с явными потерями, если на вход поступает простейший поток вызовов с интенсивностью ![](data:image/x-wmf;base64,183GmgAAAAAAAIABoAECCQAAAAAzXgEACQAAA4gAAAACABIAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCoAGAARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9AAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAQAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQAACAAAADIKYAE6AAEAAABMAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCFAAJAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEBAAQAAADwAQAAAwAAAAAA)= 0 - 15 (Эрл). Число каналов обслуживания определяется по вариантам*.*

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| *N, вар* | *1* | *2* | *3* | *4* | *5* | *6* |
| V | *3* | *4* | *5* | *3* | *4* | *5* |

2.2.Определить точки пересечения графиков Pi и Pi-1*,* значения Рi(0), Pi(![](data:image/x-wmf;base64,183GmgAAAAAAAIABQAEDCQAAAADSXgEACQAAA4gAAAACABIAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCQAGAARIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAABAAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAQAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQAACAAAADIKAAE0AAEAAAClAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCFAAJAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEBAAQAAADwAQAAAwAAAAAA)), i=![](data:image/x-wmf;base64,183GmgAAAAAAAGACIAICCQAAAABTXgEACQAAA7QAAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCIAJgAhIAAAAmBg8AGgD/////AAAQAAAAwP///63///8gAgAAzQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAQAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAlsAQAAFAAAAEwJbAAsCFQAAAPsCoP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACBBAAAAC0BAQAIAAAAMgqgAWcBAQAAAHYACAAAADIKoAHgAAEAAAAsAAgAAAAyCqABNQABAAAAMAAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAgAEAAAA8AEBAAMAAAAAAA==)

![](data:image/x-wmf;base64,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)

2.3. Определить характеристики качества обслуживания для Λ= 10(N+1)/(N+4) (Эрл):

* Вероятность потери вызова Pb(Λ);
* Вероятность потерь по времени Pt(Λ);
* Вероятность потерь по нагрузке *Pн(*Λ);
* Обслуженную нагрузку Y;
* Избыточную нагрузку R;
* Потенциальную нагрузку A.

2.4. Сделать выводы.

# Контрольные вопросы.

3.1. Построить граф состояний системы M/M/V/L.

3.2. Записать I распределение Эрланга.

3.3. Привести I формулу Эрланга.

3.4. Дать определение основным видам нагрузки:

* потенциальная;
* избыточная;
* поступающая;
* потерянная;
* обслуженная.

3.5. Дать определение характеристикам качества СМО с явными потерями.
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**ЛАБОРАТОРНАЯ РАБОТА № 8**

**«Моделирование реального процесса обслуживания для СМО с явными потерями»**

**1. Цель работы:**

Сравнить значения характеристик качества для СМО с явными потерями, полученных в результате моделирования и рассчитанных по первой формуле Эрланга.

# На примере построения программ в среде Pascal.

# 2.Теоретические сведения

# Моделирование процесса обслуживания в СМО.

Функция распределения промежутка между вызовами ![](data:image/x-wmf;base64,183GmgAAAAAAAIAI4AEBCQAAAABwVwEACQAAA/UAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwC4AGACBIAAAAmBg8AGgD/////AAAQAAAAwP///83///9ACAAArQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAVAAAA+wKg/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIEEAAAALQEAAAgAAAAyCkABygcBAAAAKQAIAAAAMgpAAVYHAQAAAHQACAAAADIKQAHSBgEAAAAoAAgAAAAyCkABygUBAAAAQQAIAAAAMgpAAfcDAQAAACkACAAAADIKQAGDAwEAAAB0AAgAAAAyCkABhQEBAAAAegAIAAAAMgpAAQYBAQAAACgACAAAADIKQAE7AAEAAABQABAAAAD7AqD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAQAEAAAA8AEAAAgAAAAyCkABugQBAAAAPQAIAAAAMgpAAW4CAQAAADwACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQAABAAAAPABAQADAAAAAAA=), а функция распределения длительности обслуживания ![](data:image/x-wmf;base64,183GmgAAAAAAAGAI4AEBCQAAAACQVwEACQAAA/UAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwC4AFgCBIAAAAmBg8AGgD/////AAAQAAAAwP///83///8gCAAArQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAVAAAA+wKg/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAKAEAAAALQEAAAgAAAAyCkABtgcBAAAAKQAIAAAAMgpAAUIHAQAAAHQACAAAADIKQAG+BgEAAAAoAAgAAAAyCkAB1wUBAAAAQgAIAAAAMgpAAQAEAQAAACkACAAAADIKQAGMAwEAAAB0AAgAAAAyCkABBgEBAAAAKAAIAAAAMgpAATsAAQAAAFAAEAAAAPsCoP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAQAAADwAQAACAAAADIKQAHFBAEAAAA9AAgAAAAyCkABdQIBAAAAPAAIAAAAMgpAAX8BAQAAAHgACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQAABAAAAPABAQADAAAAAAA=). Программа моделирования содержит два генератора случайных величин Z и ξв соответсвтии с заданными функциями A(t) и B(t)*,* переменные to хранения момента поступления очередного вызова и t1, t2,..., tv для хранения момента освобождения i-го (![](data:image/x-wmf;base64,183GmgAAAAAAAOADIAICCQAAAADTXwEACQAAA9wAAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCIALgAxIAAAAmBg8AGgD/////AAAQAAAAwP///7X///+gAwAA1QEAAAsAAAAmBg8ADABNYXRoVHlwZQAAQAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAlMA+AEFAAAAEwJTAIQDFQAAAPsCoP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACBBAAAAC0BAQAIAAAAMgqgAd8CAQAAAHYACAAAADIKoAFcAgEAAAAsAAgAAAAyCqABzAEBAAAAMQAIAAAAMgqgATAAAQAAAGkAEAAAAPsCoP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQECAAQAAADwAQEACAAAADIKoAHjAAEAAAA9AAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEBAAQAAADwAQIAAwAAAAAA)) канала.

Для упрощения пояснений примем v=3 и проанализируем работу алгоритма с момента поступления пятого вызова. Первый генератор формирует очередное случайное число z5, что соответствует поступлению пятого вызова to = z1 + z2 + z3 + z4 + z5. Предположим, что до момента to первый канал был занят четвертым вызовом, а второй и третий, соответственно вторым и третьим. Тогда: t1 = z1 + z2 + z3 + z4 + ξ4, t2 = z1 + z2 + ξ2, t3 = z1 + z2 + z3 + ξ3. Каждое из чисел t1 , t2,, t3 определяет момент освобождения соответствующего канала.

При последовательном занятии каналов значение toпоочередно сравнивается с t1 , t2,, tv, пока не обнаруживается ячейка с моментом освобождения ![](data:image/x-wmf;base64,183GmgAAAAAAAGAIQAIACQAAAAAxVAEACQAAAzEBAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCQAJgCBIAAAAmBg8AGgD/////AAAQAAAAwP///6////8gCAAA7wEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAlkA9QUFAAAAEwJZAI0HFQAAAPsCoP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACBBAAAAC0BAQAIAAAAMgqgAZ4HAQAAACkACAAAADIKoAHoBgEAAAB2AAgAAAAyCqABWQYBAAAALAAIAAAAMgqgAckFAQAAADEACAAAADIKoAEVBAEAAABpAAgAAAAyCqABoQMBAAAAKAAIAAAAMgqgAZQCAQAAAHQACAAAADIKoAFAAAEAAAB0ABUAAAD7AkD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAgQQAAAAtAQIABAAAAPABAQAIAAAAMgr4ARUDAQAAADAACAAAADIK+AG+AAEAAABpABAAAAD7AqD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAQAEAAAA8AECAAgAAAAyCqAB1AQBAAAAPQAIAAAAMgqgAXMBAQAAADwACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQIABAAAAPABAQADAAAAAAA=). Пусть окажется что ![](data:image/x-wmf;base64,183GmgAAAAAAAKADAAIBCQAAAACwXwEACQAAA+IAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCAAKgAxIAAAAmBg8AGgD/////AAAQAAAAwP///63///9gAwAArQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAVAAAA+wJA/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAKAEAAAALQEAAAgAAAAyCrgBAwMBAAAAMAAIAAAAMgq4Ab4AAQAAAGkAFQAAAPsCoP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACgBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABggIBAAAAdAAIAAAAMgpgAUAAAQAAAHQAEAAAAPsCoP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEAAAQAAADwAQEACAAAADIKYAFtAQEAAAA+AAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEBAAQAAADwAQAAAwAAAAAA)и ![](data:image/x-wmf;base64,183GmgAAAAAAAOADAAIBCQAAAADwXwEACQAAA+IAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCAALgAxIAAAAmBg8AGgD/////AAAQAAAAwP///63///+gAwAArQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAVAAAA+wJA/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AALQEAAAALQEAAAgAAAAyCrgBLwMBAAAAMAAIAAAAMgq4AcQAAQAAADIAFQAAAPsCoP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAC0BAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABrgIBAAAAdAAIAAAAMgpgAUAAAQAAAHQAEAAAAPsCoP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEAAAQAAADwAQEACAAAADIKYAGZAQEAAAA+AAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEBAAQAAADwAQAAAwAAAAAA), а ![](data:image/x-wmf;base64,183GmgAAAAAAAMADAAIBCQAAAADQXwEACQAAA+IAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCAALAAxIAAAAmBg8AGgD/////AAAQAAAAwP///63///+AAwAArQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAVAAAA+wJA/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAMgEAAAALQEAAAgAAAAyCrgBHgMBAAAAMAAIAAAAMgq4Ab4AAQAAADMAFQAAAPsCoP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAADIBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABnQIBAAAAdAAIAAAAMgpgAUAAAQAAAHQAEAAAAPsCoP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEAAAQAAADwAQEACAAAADIKYAGIAQEAAAA8AAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEBAAQAAADwAQAAAwAAAAAA). Это означает, что к моменту поступления пятого вызова первый и второй канал оставались занятыми, а третий уже освободился и может принять на обслуживание поступивший пятый вызов. Тогда t3 присваивается t0 . Затем генерируется случайное число ξ5, определяющее длительность обслуживания пятого вызова. Добавлением числа ξ5 к t3 пятый цикл завершается.

Шестой цикл начинается с генерации случайного числа z6. Как и прежде, t0 = t0+z6. Затем осуществляется поочередное сравнение содержимого нулевой ячейки с содержимым остальных ячеек. Если теперь окажется что, ![](data:image/x-wmf;base64,183GmgAAAAAAAKADAAIBCQAAAACwXwEACQAAA+IAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCAAKgAxIAAAAmBg8AGgD/////AAAQAAAAwP///63///9gAwAArQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAVAAAA+wJA/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIEEAAAALQEAAAgAAAAyCrgBAwMBAAAAMAAIAAAAMgq4Ab4AAQAAAGkAFQAAAPsCoP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACBBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABggIBAAAAdAAIAAAAMgpgAUAAAQAAAHQAEAAAAPsCoP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEAAAQAAADwAQEACAAAADIKYAFtAQEAAAA+AAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEBAAQAAADwAQAAAwAAAAAA),![](data:image/x-wmf;base64,183GmgAAAAAAAOADAAIBCQAAAADwXwEACQAAA+IAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCAALgAxIAAAAmBg8AGgD/////AAAQAAAAwP///63///+gAwAArQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAVAAAA+wJA/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAKAEAAAALQEAAAgAAAAyCrgBLwMBAAAAMAAIAAAAMgq4AcQAAQAAADIAFQAAAPsCoP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACgBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABrgIBAAAAdAAIAAAAMgpgAUAAAQAAAHQAEAAAAPsCoP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEAAAQAAADwAQEACAAAADIKYAGZAQEAAAA+AAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEBAAQAAADwAQAAAwAAAAAA)и ![](data:image/x-wmf;base64,183GmgAAAAAAAMADAAIBCQAAAADQXwEACQAAA+IAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCAALAAxIAAAAmBg8AGgD/////AAAQAAAAwP///63///+AAwAArQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAVAAAA+wJA/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AALQEAAAALQEAAAgAAAAyCrgBJAMBAAAAMAAIAAAAMgq4Ab4AAQAAADMAFQAAAPsCoP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAC0BAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABowIBAAAAdAAIAAAAMgpgAUAAAQAAAHQAEAAAAPsCoP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEAAAQAAADwAQEACAAAADIKYAGOAQEAAAA+AAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEBAAQAAADwAQAAAwAAAAAA), то шестой вызов будет потерян и на этом цикл закончится.

Для подсчета числа поступивших Квыз и потерянных Кпот. вызовов используются два счетчика. В первый добавляется единица при каждой генерации числа z, а во второй - при каждой потере вызова. Отношение Квыз/Кпот. даст по окончании очередной серии статистическую оценку потерь вызовов.

# Порядок выполнения работы:

2.1. Начальные условия моделирования:

1. Параметр поступающего потока: λ = 10 (N+1) / (N+4) (выз/мин), где N - номер по журналу.
2. Среднее время обслуживания и число каналов определяется вариантом:

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| *N, вар* | *1* | *2* | *3* | *4* | *5* | *6* |
| *V* | *3* | *4* | *5* | *3* | *4* | *5* |
| *h,сек* | *45* | *60* | *90* | *60* | *90* | *120* |

1. В начале моделирования в системе занято два канала.
   1. Порядок моделирования.

Моделирование осуществлять на интервале: [t1,t2] *мин*.

t1=N+1, t2=N+200*,* где N - номер по журналу.

1. Поступление вызова моделируется аналогично лабораторной работе №1, запоминается в массиве переменной tпости подсчитывается счетчиком Квыз.
2. Процесс обслуживания моделируется по показательному закону распределения.

![](data:image/x-wmf;base64,183GmgAAAAAAAGAG4AMBCQAAAACQWwEACQAAA+wAAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwC4ANgBhIAAAAmBg8AGgD/////AAAQAAAAwP///6z///8gBgAAjAMAAAsAAAAmBg8ADABNYXRoVHlwZQAA0AAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAugBMAMFAAAAEwLoASAEFQAAAPsCoP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACBBAAAAC0BAQAIAAAAMgpAApUFAQAAAHIACAAAADIKQAJRBAIAAABsbggAAAAyCmEBUAMBAAAAMQAQAAAA+wKg/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQIABAAAAPABAQAIAAAAMgpUA0ADAQAAAG0ACAAAADIKQAI/AgEAAAAtAAgAAAAyCkACLwEBAAAAPQAIAAAAMgpAAjUAAQAAAHgACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQEABAAAAPABAgADAAAAAAA=) ;

![](data:image/x-wmf;base64,183GmgAAAAAAAKADoAMACQAAAAARXgEACQAAA9QAAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCoAOgAxIAAAAmBg8AGgD/////AAAQAAAAwP///63///9gAwAATQMAAAsAAAAmBg8ADABNYXRoVHlwZQAAsAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAugBcAIFAAAAEwLoAVsDFQAAAPsCoP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACgBAAAAC0BAQAIAAAAMgpVA4sCAQAAAGgACAAAADIKYAGNAgEAAAAxABAAAAD7AqD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAgAEAAAA8AEBAAgAAAAyCkACUwEBAAAAPQAIAAAAMgpAAjAAAQAAAG0ACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQEABAAAAPABAgADAAAAAAA=).

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| *r* | *z* |  | *tпост* | *tосв* | *N канала* |
| *r1* | *-* |  | *-* |  | 1 |
| *r2* | *-* |  | *-* |  | 2 |
| *r3* | *Z1* |  | *tn1* |  | 3 |
|  |  |  |  |  | *Потеря* |

1. Время освобождения канала определяется:

![](data:image/x-wmf;base64,183GmgAAAAAAACAIAAIACQAAAAAxVAEACQAAAz4BAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCAAIgCBIAAAAmBg8AGgD/////AAAQAAAAwP///63////gBwAArQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAQAAAA+wKg/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQAACAAAADIKYAEuBwEAAAB4AAgAAAAyCmABKgYBAAAAKwAIAAAAMgpgAbYCAQAAAD0AFQAAAPsCQP8AAAAAAACQAQAAAMwEAgAQVGltZXMgTmV3IFJvbWFuAMy0BAAAAC0BAQAEAAAA8AEAAAkAAAAyCrgBTAQEAAAA7+7x8hUAAAD7AkD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAtAQAAAAtAQAABAAAAPABAQAIAAAAMgq4AQcCAQAAAGkACAAAADIKuAHWAQEAAAAuABUAAAD7AkD/AAAAAAAAkAEAAADMBAIAEFRpbWVzIE5ldyBSb21hbgDMtAQAAAAtAQEABAAAAPABAAAJAAAAMgq4AcEAAwAAAO7x4gAVAAAA+wKg/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AALQEAAAALQEAAAQAAADwAQEACAAAADIKYAHLAwEAAAB0AAgAAAAyCmABQAABAAAAdAAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)

1. Каналы занимаются последовательно. Если к моменту поступления вызова заняты все каналы, то он теряется и подсчитывается количество потерянных вызовов Кпот.

2.3. Определить модельную вероятность потери вызова:

![](data:image/x-wmf;base64,183GmgAAAAAAAMAFAAQBCQAAAADQXwEACQAAAwsBAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCAATABRIAAAAmBg8AGgD/////AAAQAAAAwP///7D///+ABQAAsAMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAugB0AIFAAAAEwLoAWoFFQAAAPsCQP8AAAAAAACQAQAAAMwEAgAQVGltZXMgTmV3IFJvbWFuAMzIBAAAAC0BAQAJAAAAMgqsAwYEAwAAAOL75wAJAAAAMgq1AQsEAwAAAO/u8gAIAAAAMgqYAugAAQAAAOIAFQAAAPsCoP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAADIBAAAAC0BAgAEAAAA8AEBAAgAAAAyClQD6wIBAAAASwAIAAAAMgpdAfACAQAAAEsACAAAADIKQAI7AAEAAABQABAAAAD7AqD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAQAEAAAA8AECAAgAAAAyCkACuwEBAAAAPQAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAgAEAAAA8AEBAAMAAAAAAA==)

Кпот - количество потерянных вызовов;

Квыз - общее количество вызовов;

2.4. Определить Рв по I формуле Эрланга:

![](data:image/x-wmf;base64,183GmgAAAAAAACAGYAcBCQAAAABQXwEACQAAA78BAAAEABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYAcgBhIAAAAmBg8AGgD/////AAAQAAAAwP///7r////gBQAAGgcAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAEJAAAA+gIAAAgAAAAAAAAAIgAEAAAALQEAAAUAAAAUAvYBjQMFAAAAEwL2AR0FBQAAABQCYAVVBAUAAAATAmAFvgUJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEBAAUAAAAUAogDzAIFAAAAEwKIA94FEAAAAPsCQP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQECAAgAAAAyCvAF5QIBAAAA5QAQAAAA+wJA/wAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQMABAAAAPABAgAIAAAAMgrZBkADAQAAAD0AEAAAAPsCoP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQECAAQAAADwAQMACAAAADIK4ARwBAEAAABMAAgAAAAyCnYBqAMBAAAATAAIAAAAMgrgA7MBAQAAAD0AFQAAAPsCQP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAADcBAAAAC0BAwAEAAAA8AECAAgAAAAyCngEPQMBAAAAVgAIAAAAMgrZBrEDAQAAADAACAAAADIK2QYMAwEAAABqAAgAAAAyCkIEXQUBAAAAagAIAAAAMgrYAIYEAQAAAHYAFQAAAPsCQP8AAAAAAACQAQAAAMwEAgAQVGltZXMgTmV3IFJvbWFuAMzcBAAAAC0BAgAEAAAA8AEDAAgAAAAyCjgE4gABAAAA4gAVAAAA+wKg/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AANwEAAAALQEDAAQAAADwAQIACAAAADIKxQYSBQEAAAAhAAgAAAAyCsUG2wQBAAAAagAIAAAAMgpbA6kEAQAAACEACAAAADIKWwO8AwEAAABWAAgAAAAyCuADOwABAAAAUAAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAgAEAAAA8AEDAAMAAAAAAA==),

где Λ = λ *h.*

* 1. Сделать выводы.

# Контрольные вопросы.

3.1. Определение пропускной способности отдельных каналов при:

а) случайном занятии;

б) последовательном занятии.

3.2. Применение символики Кендала-Башарина.

**Библиографический список**

1. Введение в исследование операций: в 2-х книгах. Кн.2. Пер. с англ. – М.: Мир, 1985. – 496 с.
2. Математическая статистика /В.М. Иванов, В.Н. Калинин, Л.А. Неклумов и др.- М.: Высшая школа, 1981. – 371 с.
3. Гмурман В.Е. Теория вероятностей и математическая статистика. – М.: Высшая школа, 1977. – 479 с.
4. Богачев Б.М., Сысоев В.В. Теория вероятностей: Учебн. пособие / Воронеж. гос. технол. акад. Воронеж, 2000. 135 с.

**ЛАБОРАТОРНАЯ РАБОТА №9**

**«Исследование СМО с ожиданием»**

**1. Цель работы:**

Изучить второе распределение Эрланга и характеристики качества систем с очередями.

# На примере построения программ в среде Pascal.

# 2.Теоретические сведения

# Второе распределение Эрланга.

# Характеристики качества систем M/M/V/W.

V- канальная СМО обслуживает простейший поток вызовов. При занятости всех *v* выходов поступивший вызов становится в очередь и обслуживается после некоторого ожидания. Общее число вызовов, находящихся в системе на обслуживании и в очереди, обозначим ![](data:image/x-wmf;base64,183GmgAAAAAAAKAFQAIBCQAAAADwWQEACQAAA/QAAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCQAKgBRIAAAAmBg8AGgD/////AAAQAAAAwP///7n///9gBQAA+QEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAk8A2QIFAAAAEwJPAN4EFQAAAPsCoP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACBBAAAAC0BAQAIAAAAMgqgAe8EAQAAACkACAAAADIKoAF5AwEAAAAsAAgAAAAyCqABzgIBAAAAMAAIAAAAMgqgAQ0BAQAAAGkACAAAADIKoAGZAAEAAAAoAAgAAAAyCqABMAABAAAAaQAQAAAA+wKg/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQIABAAAAPABAQAIAAAAMgqgAe0DAQAAAKUACAAAADIKoAHCAQEAAAA9AAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEBAAQAAADwAQIAAwAAAAAA) и назовем состоянием системы. При ![](data:image/x-wmf;base64,183GmgAAAAAAAGAEYAIBCQAAAAAQWAEACQAAAxsBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAJgBBIAAAAmBg8AGgD/////AAAQAAAAwP///6z///8gBAAADAIAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJcADACBQAAABMCXAAEBBwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAWQ8d3H0PHdyDAyXcAADAABAAAAC0BAQAIAAAAMgrAAWIDAQAAAHZ5CAAAADIKwAEuAAEAAABpeRwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAWQ8d3H0PHdyDAyXcAADAABAAAAC0BAgAEAAAA8AEBAAgAAAAyCsAB3gIBAAAALHkIAAAAMgrAASQCAQAAADB5HAAAAPsCgP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAHdAAAAA7wgKvBZDx3cfQ8d3IMDJdwAAMAAEAAAALQEBAAQAAADwAQIACAAAADIKwAH8AAEAAAA9eQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAAAAAAoAIQCKAQAAAAACAAAA/PMSAClCx3cEAAAALQECAAQAAADwAQEAAwAAAAAA) величина i характеризует число занятых каналов в системе, при ![](data:image/x-wmf;base64,183GmgAAAAAAAMAEYAIBCQAAAACwWAEACQAAAxsBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYALABBIAAAAmBg8AGgD/////AAAQAAAAwP///6z///+ABAAADAIAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJcADACBQAAABMCXABqBBwAAAD7AoD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAB3QAAAAMcICisWQ8d3H0PHdyDAyXcAADAABAAAAC0BAQAIAAAAMgrAAWIDAQAAAKV5CAAAADIKwAH8AAEAAAA9eRwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAWQ8d3H0PHdyDAyXcAADAABAAAAC0BAgAEAAAA8AEBAAgAAAAyCsAB3gIBAAAALHkIAAAAMgrAASQCAQAAADB5HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABZDx3cfQ8d3IMDJdwAAMAAEAAAALQEBAAQAAADwAQIACAAAADIKwAEuAAEAAABpeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAAAAAAoAIQCKAQAAAAACAAAA/PMSAClCx3cEAAAALQECAAQAAADwAQEAAwAAAAAA) число занятых каналов равно v, а разность i - v есть длина очереди. Параметр потока освобождений определяется числом занятых выходов и в первом случае ![](data:image/x-wmf;base64,183GmgAAAAAAAGAEYAIBCQAAAAAQWAEACQAAAxsBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAJgBBIAAAAmBg8AGgD/////AAAQAAAAwP///6z///8gBAAADAIAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJcADACBQAAABMCXAAEBBwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAWQ8d3H0PHdyDAyXcAADAABAAAAC0BAQAIAAAAMgrAAWIDAQAAAHZ5CAAAADIKwAEuAAEAAABpeRwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAWQ8d3H0PHdyDAyXcAADAABAAAAC0BAgAEAAAA8AEBAAgAAAAyCsAB3gIBAAAALHkIAAAAMgrAASQCAQAAADB5HAAAAPsCgP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAHdAAAAA9ggK/hZDx3cfQ8d3IMDJdwAAMAAEAAAALQEBAAQAAADwAQIACAAAADIKwAH8AAEAAAA9eQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAAAAAAoAIQCKAQAAAAACAAAA/PMSAClCx3cEAAAALQECAAQAAADwAQEAAwAAAAAA)зависит от состояния системы i*,* а во втором ![](data:image/x-wmf;base64,183GmgAAAAAAAKAEYAIBCQAAAADQWAEACQAAAxsBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAKgBBIAAAAmBg8AGgD/////AAAQAAAAwP///6z///9gBAAADAIAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJcAC4CBQAAABMCXABbBBwAAAD7AoD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAB3QAAAAOwICoUWQ8d3H0PHdyDAyXcAADAABAAAAC0BAQAIAAAAMgrAAVQDAQAAAKV5CAAAADIKwAH7AAEAAAA9eRwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAWQ8d3H0PHdyDAyXcAADAABAAAAC0BAgAEAAAA8AEBAAgAAAAyCsAB0AIBAAAALHkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFkPHdx9Dx3cgwMl3AAAwAAQAAAAtAQEABAAAAPABAgAIAAAAMgrAASICAQAAAHZ5CAAAADIKwAEuAAEAAABpeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAAAAAAoAIQCKAQAAAAACAAAA/PMSAClCx3cEAAAALQECAAQAAADwAQEAAwAAAAAA) имеет постоянное значение v*.*
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Рис. Граф состояний СМО с ожиданием

Отметим, что при интенсивности поступающей нагрузки Λ, равной или большей числа выходов системы v*,* с вероятностью 1 постоянно будут заняты все выходы и длина очереди будет бесконечной. Поэтому, чтобы система могла функционировать нормально и очередь не росла безгранично, необходимо выполнить условие Λ < v.

Вероятность того, что система в установившемся режиме находится в состоянии i (Pi.) определяем по второму распределению Эрланга:
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![](data:image/x-wmf;base64,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), ![](data:image/x-wmf;base64,183GmgAAAAAAAIAEIAIBCQAAAACwWAEACQAAA9wAAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCIAKABBIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9ABAAA1wEAAAsAAAAmBg8ADABNYXRoVHlwZQAAQAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAlEACAIFAAAAEwJRACcEEAAAAPsCoP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAgAAAAyCqABNgMBAAAApQAIAAAAMgqgAesAAQAAAD0AFQAAAPsCoP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAADNBAAAAC0BAgAEAAAA8AEBAAgAAAAyCqABuQIBAAAALAAIAAAAMgqgAQgCAQAAAHYACAAAADIKoAEwAAEAAABpAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEBAAQAAADwAQIAAwAAAAAA)

К основным характеристикам качества обслуживания СМО с ожиданием относят:

**- Вероятность ожидания для посту****пившего вызова**

Для простейшего потока вызовов она совпадает с вероятностью занятости всех выходов в системе, т. е. с вероятностью потерь по времени:

![](data:image/x-wmf;base64,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)

Приведенное выражение называется второй формулой Эрланга.

**Интенсивность обслуж****енной нагрузки.**

![](data:image/x-wmf;base64,183GmgAAAAAAAMAeoAMACQAAAABxQwEACQAAA6oCAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCoAPAHhIAAAAmBg8AGgD/////AAAQAAAAwP///7P///+AHgAAUwMAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAQAAAA+wKg/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQAACAAAADIKIAJ/HQEAAABMAAgAAAAyCiACaRwBAAAAPQAIAAAAMgogAqUXAQAAAEwACAAAADIKIAKPFgEAAAA9AAgAAAAyCiACyBEBAAAATAAIAAAAMgogAr0QAQAAACsACAAAADIKIAKeCwEAAABMAAgAAAAyCiACiAoBAAAAPQAIAAAAMgogArwFAQAAACsACAAAADIKIAKTAQEAAAA9ABAAAAD7AkD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAQAEAAAA8AEAAAgAAAAyClgC7BgBAAAA5QAIAAAAMgpYAg8TAQAAAOUACAAAADIKWAKfDAEAAADlAAgAAAAyClgCCwcBAAAA5QAIAAAAMgpYAqcCAQAAAOUAEAAAAPsCQP8AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEAAAQAAADwAQEACAAAADIK3wBEGQEAAAClAAgAAAAyCkIDvhkBAAAAKwAIAAAAMgpCA+IYAQAAAD0ACAAAADIK3wBnEwEAAAClAAgAAAAyCkID4RMBAAAAKwAIAAAAMgpCAwUTAQAAAD0ACAAAADIKeAJoFQEAAAAtAAgAAAAyCkIDBQ0BAAAAPQAIAAAAMgp4AqcPAQAAAC0ACAAAADIK3wBjBwEAAAClAAgAAAAyCkID3QcBAAAAKwAIAAAAMgpCAwEHAQAAAD0ACAAAADIKQgMNAwEAAAA9ABUAAAD7AkD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAgQQAAAAtAQEABAAAAPABAAAIAAAAMgpCAx0aAQAAADEACAAAADIKQgNWGQEAAAB2AAgAAAAyCkIDpBgBAAAAaQAIAAAAMgp4ArYbAQAAAGkACAAAADIKQgNAFAEAAAAxAAgAAAAyCkIDeRMBAAAAdgAIAAAAMgpCA8cSAQAAAGkACAAAADIKeALEFQEAAAAxAAgAAAAyCngCKhUBAAAAaQAIAAAAMgrfAA8NAQAAAHYACAAAADIKQgNhDQEAAAAxAAgAAAAyCkIDxwwBAAAAaQAIAAAAMgp4AgMQAQAAADEACAAAADIKeAJpDwEAAABpAAgAAAAyCkIDPAgBAAAAMQAIAAAAMgpCA3UHAQAAAHYACAAAADIKQgPDBgEAAABpAAgAAAAyCngC1QkBAAAAaQAIAAAAMgrfABcDAQAAAHYACAAAADIKQgNpAwEAAAAxAAgAAAAyCkIDzwIBAAAAaQAIAAAAMgp4AhoFAQAAAGkAFQAAAPsCoP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACBBAAAAC0BAAAEAAAA8AEBAAgAAAAyCiACZBoCAAAAdlAIAAAAMgogAoIUAQAAAFAACAAAADIKIAIXDgIAAAB2UAgAAAAyCiACgwgCAAAAdlAIAAAAMgogAg8EAgAAAGlQCAAAADIKIAI7AAEAAABZAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEBAAQAAADwAQAAAwAAAAAA)

Из-за отсутствия явных потерь сообщений интенсивность поступающей нагрузки совпадает с интенсивностью обслуженной и избыточная нагрузка отсутствует. Поскольку для простейшего потока интенсивность потенциальной нагрузки равна интенсивности поступающей, потерянная нагрузка также отсутствует. Однако не всегда в системе с ожиданием потери по нагрузке равны нулю. При обслуживании примитивного потока (данная модель здесь не рассматривается) источник за счет ожидания в среднем меньше находится в свободном состоянии, чем в системе без потерь. Это приводит к снижению интенсивности потока вызовов и поступающая нагрузка меньше потенциальной. И хотя все поступающие вызовы обслуживаются, потери по нагрузке имеют место.

Λ можно рассматривать как математическое ожидание числа занятых выходов, а v - Λ -соответственно как математическое ожидание числа свободных выходов.

**- Вероятность превышения длиной очереди заданной величины** **n***.*

![](data:image/x-wmf;base64,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)

**- Средняя длина очереди.**

![](data:image/x-wmf;base64,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)

Величина ![](data:image/x-wmf;base64,183GmgAAAAAAACABAAICCQAAAAAzXQEACQAAA6QAAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCAAIgARIAAAAmBg8AGgD/////AAAQAAAAwP///7X////gAAAAtQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAlMAQAAFAAAAEwJTANQAFQAAAPsCoP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAADJBAAAAC0BAQAIAAAAMgqgASoAAQAAAFMACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQIABAAAAPABAQADAAAAAAA=) есть интенсивность нагрузки, создаваемой ожидающими вызовами, а ![](data:image/x-wmf;base64,183GmgAAAAAAAKAF4AEBCQAAAABQWgEACQAAA9UAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwC4AGgBRIAAAAmBg8AGgD/////AAAQAAAAwP///83///9gBQAArQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAVAAAA+wKg/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AALUEAAAALQEAAAgAAAAyCkAB8gQBAAAAKQAIAAAAMgpAAUIEAQAAADAACAAAADIKQAGXAgEAAABqAAgAAAAyCkAB+AEBAAAAKAAIAAAAMgpAAS0BAQAAAFAAEAAAAPsCoP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAQAAADwAQAACAAAADIKQAE2AwEAAAA+AAgAAAAyCkABOwABAAAATAAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) - интенсивность потока задержанных вызовов, где каждый задержанный вызов в среднем ждет ![](data:image/x-wmf;base64,183GmgAAAAAAAKABQAIBCQAAAADwXQEACQAAA8QAAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCQAKgARIAAAAmBg8AGgD/////AAAQAAAAwP///7n///9gAQAA+QEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAk8AQAAFAAAAEwJPAE8BFQAAAPsCQP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACJBAAAAC0BAQAIAAAAMgr4AeIAAQAAADMAEAAAAPsCoP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQECAAQAAADwAQEACAAAADIKoAFAAAEAAABnAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEBAAQAAADwAQIAAwAAAAAA). Тогда

![](data:image/x-wmf;base64,183GmgAAAAAAAGAJQAIBCQAAAAAwVQEACQAAAzMBAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCQAJgCRIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8gCQAA9wEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAlEAQAAFAAAAEwJRANQABQAAABQCUQDIBwUAAAATAlEABwkVAAAA+wJA/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAOUEAAAALQEBAAgAAAAyCvgBjwgBAAAAMwAVAAAA+wKg/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAOUEAAAALQECAAQAAADwAQEACAAAADIKoAHNBwEAAAB5AAgAAAAyCqABRAcBAAAAKQAIAAAAMgqgAZQGAQAAADAACAAAADIKoAEMBAEAAAAoAAgAAAAyCqABQAMBAAAAUAAIAAAAMgqgASoAAQAAAFMAEAAAAPsCoP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAQAAADwAQIACAAAADIKoAGCBQEAAAA+AAgAAAAyCqABkAQBAAAAZwAIAAAAMgqgAU8CAQAAAEwACAAAADIKoAE3AQEAAAA9AAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQECAAQAAADwAQEAAwAAAAAA)

**- Средняя длительность ожидания.**

Из (3.10) и (3.11) следует

![](data:image/x-wmf;base64,183GmgAAAAAAAMAHQAIACQAAAACRWwEACQAAA1MBAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCQALABxIAAAAmBg8AGgD/////AAAQAAAAwP///7X///+ABwAA9QEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAlMAQAAFAAAAEwJTAF8BEAAAAPsCKv7QAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAgAAAAyCp0BuQMBAAAAKAAQAAAA+wIq/tAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQIABAAAAPABAQAIAAAAMgqdASwHAQAAACkABQAAABQCkwChAwUAAAATAvIBMQMQAAAA+wKg/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQEABAAAAPABAgAIAAAAMgqgASQGAQAAAEwACAAAADIKoAEgBQEAAAAtAAgAAAAyCqABugEBAAAAPQAIAAAAMgqgAUAAAQAAAGcAFQAAAPsCoP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAAFBAAAAC0BAgAEAAAA8AEBAAgAAAAyCqABLAQBAAAAdgAIAAAAMgqgAaMCAQAAADEAFQAAAPsCQP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAAFBAAAAC0BAQAEAAAA8AECAAgAAAAyCvgB6gABAAAAMwAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAgAEAAAA8AEBAAMAAAAAAA==)

Средняя длительность ожидания для любого поступившего вызова

![](data:image/x-wmf;base64,183GmgAAAAAAAGARQAIACQAAAAAxTQEACQAAA4MBAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCQAJgERIAAAAmBg8AGgD/////AAAQAAAAwP///7n///8gEQAA+QEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAk8AQAAFAAAAEwJPAM8ABQAAABQCTwBDAgUAAAATAk8AUgMVAAAA+wKg/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAOIEAAAALQEBAAgAAAAyCqABqRABAAAAKQAIAAAAMgqgAbQNAQAAAHYACAAAADIKoAHNDAIAAAAvKAgAAAAyCqABLQwBAAAAKQAIAAAAMgqgAbEKAQAAACgACAAAADIKoAEcCQEAAABEAAgAAAAyCqABRQcBAAAAKQAIAAAAMgqgAZUGAQAAADAACAAAADIKoAEZBAEAAAAoAAgAAAAyCqABTQMBAAAAUAAVAAAA+wJA/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAOIEAAAALQECAAQAAADwAQEACAAAADIK+AEqCgEAAAB2AAgAAAAyCvgB5QIBAAAAMwAQAAAA+wKg/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQEABAAAAPABAgAIAAAAMgqgAawPAQAAAEwACAAAADIKoAGoDgEAAAAtAAgAAAAyCqABMAsBAAAATAAIAAAAMgqgAQoIAQAAAD0ACAAAADIKoAGJBQEAAAA+AAgAAAAyCqABnQQBAAAAZwAIAAAAMgqgAUMCAQAAAGcACAAAADIKoAEsAQEAAAA9AAgAAAAyCqABQAABAAAAZwAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAgAEAAAA8AEBAAMAAAAAAA==)

Величины ![](data:image/x-wmf;base64,183GmgAAAAAAAIABQAIBCQAAAADQXQEACQAAA8QAAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCQAKAARIAAAAmBg8AGgD/////AAAQAAAAwP///7P///9AAQAA8wEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAlUAQAAFAAAAEwJVAM8AFQAAAPsCQP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAADBAAAAC0BAQAIAAAAMgr0AecAAQAAADMAEAAAAPsCoP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQECAAQAAADwAQEACAAAADIKoAFAAAEAAABnAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEBAAQAAADwAQIAAwAAAAAA)и ![](data:image/x-wmf;base64,183GmgAAAAAAACABQAIBCQAAAABwXQEACQAAA58AAAADABIAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCQAIgARIAAAAmBg8AGgD/////AAAQAAAAwP///6/////gAAAA7wEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAlkAQAAFAAAAEwJZAM8AEAAAAPsCoP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAgAAAAyCqABQAABAAAAZwAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAgAEAAAA8AEBAAMAAAAAAA==) выражены в условных единицах времени.

# Порядок выполнения работы:

Используя вторую формулу Эрланга, определить число каналов обслуживания, обеспечивающих заданную вероятность ожидания Р(γ > 0), если на вход системы поступают простейшие потоки с интенсивностью:

![](data:image/x-wmf;base64,183GmgAAAAAAAMAHoAMACQAAAABxWgEACQAAAyEBAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCoAPABxIAAAAmBg8AGgD/////AAAQAAAAwP///6j///+ABwAASAMAAAsAAAAmBg8ADABNYXRoVHlwZQAAsAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAugBfgQFAAAAEwLoAWMHFQAAAPsCoP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACBBAAAAC0BAQAIAAAAMgpRA6QGAQAAADQACAAAADIKUQOZBAEAAABuAAgAAAAyCmUBngYBAAAAMQAIAAAAMgplAboEAQAAAG4ACAAAADIKQALrAgIAAAAxMBUAAAD7AkD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAgQQAAAAtAQIABAAAAPABAQAIAAAAMgqYAjEBAQAAADEAEAAAAPsCoP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAQAAADwAQIACAAAADIKUQOZBQEAAAArAAgAAAAyCmUBugUBAAAAKwAIAAAAMgpAAvwBAQAAAD0ACAAAADIKQAI7AAEAAABMAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQECAAQAAADwAQEAAwAAAAAA) Эрл,

![](data:image/x-wmf;base64,183GmgAAAAAAAOAHoAMACQAAAABRWgEACQAAAyEBAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCoAPgBxIAAAAmBg8AGgD/////AAAQAAAAwP///6n///+gBwAASQMAAAsAAAAmBg8ADABNYXRoVHlwZQAAsAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAugBsQQFAAAAEwLoAZ8HFQAAAPsCoP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACgBAAAAC0BAQAIAAAAMgpRA+AGAQAAADQACAAAADIKUQPMBAEAAABuAAgAAAAyCmQB2gYBAAAAMQAIAAAAMgpkAe0EAQAAAG4ACAAAADIKQAIfAwIAAAAxNRUAAAD7AkD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAoAQAAAAtAQIABAAAAPABAQAIAAAAMgqYAkgBAQAAADIAEAAAAPsCoP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAQAAADwAQIACAAAADIKUQPRBQEAAAArAAgAAAAyCmQB8gUBAAAAKwAIAAAAMgpAAioCAQAAAD0ACAAAADIKQAI7AAEAAABMAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQECAAQAAADwAQEAAwAAAAAA) Эрл,

![](data:image/x-wmf;base64,183GmgAAAAAAAIAHQAMBCQAAAADQWgEACQAAAzkBAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCQAOABxIAAAAmBg8AGgD/////AAAQAAAAwP///7////9ABwAA/wIAAAsAAAAmBg8ADABNYXRoVHlwZQAAoAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUArABdAQFAAAAEwKwASMHFQAAAPsCwP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAC3BAAAAC0BAQAIAAAAMgr7AmgGAQAAADQACAAAADIK+wKPBAEAAABuAAgAAAAyCjYBbwYBAAAAMQAIAAAAMgo2AaAEAQAAAG4ACAAAADIKAAL6AgIAAAAyMBUAAAD7AmD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAtwQAAAAtAQIABAAAAPABAQAIAAAAMgpQAhsBAQAAADMAEAAAAPsCwP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAQAAADwAQIACAAAADIK+wJ0BQEAAAArAAgAAAAyCjYBhQUBAAAAKwAIAAAAMgoAAvEBAQAAAD0AEAAAAPsCwP4AAAAAAACQAQEAAAIAAgAQU3ltYm9sAAIEAAAALQECAAQAAADwAQEACAAAADIKAAI7AAEAAABMAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEBAAQAAADwAQIAAwAAAAAA) Эрл.

Значения Р(γ >0) взять по вариантам:

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| *Nвар* | 1 | 2 | 3 | 4 | 5 |
| *Р(>0)* | 0,01 | 0,015 | 0,02 | 0,025 | 0,005 |

Привести таблицу и график зависимости DV(![](data:image/x-wmf;base64,183GmgAAAAAAAIABoAECCQAAAAAzXgEACQAAA4gAAAACABIAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCoAGAARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9AAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAQAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQAACAAAADIKYAE6AAEAAABMAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCFAAJAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEBAAQAAADwAQAAAwAAAAAA)):

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
|  | |  | |  | |
| V |  | V |  | V |  |
|  |  |  |  |  |  |
| . |  | . |  | . |  |
| . |  | . |  | . |  |

(Построение трёх этих графиков производить в одной системе координат).

2.3. Для ![](data:image/x-wmf;base64,183GmgAAAAAAAOABIAICCQAAAADTXQEACQAAA68AAAACABcAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCIALgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAXAAAA+wIg/wAAAAAAAJABAAAAzAQCABBUaW1lcyBOZXcgUm9tYW4gQ3lyAMx+BAAAAC0BAAAIAAAAMgrgAT8BAQAAADEAEAAAAPsCgP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAQAAADwAQAACAAAADIKgAE6AAEAAABMAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCFAAJAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEAAAQAAADwAQEAAwAAAAAA) и V=[1.5 Λ] определить:

* вероятность превышения очередью трёх вызовов;
* вероятность ожидания;
* среднее время ожидания для задержанного вызова;
* среднее время ожидания для любого вызова;
* среднюю длину очереди.

Сделать выводы.

# Контрольные вопросы.

3.1. Построить граф состояний системы M/M/V/W.

3.2. Определить вероятность любого состояния системы с ожиданием.

3.3. Вывести основные характеристики качества системы M/M/V/W.

3.4. Указать условие существования установившегося режима.
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**Методические рекомендации**

**для оформления отчета**

Отчет должен содержать:

1. Титульный лист с указанием номера и темы лабораторной работы и Ф.И.О. выполнявшего.
2. Цель.
3. Результат выполнения работы в виде последовательности шагов выполнения лабораторной работы с теоретическим минимумом необходимым для ответов на вопросы домашнего задания. Результаты выполнения лабораторной работы.
4. А также, желательно указать трудные моменты освоения пройденного материала. Или же, наоборот, легкие задания, не привлекающие к себе должного внимания.